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Abstract
In the computational science and engineering domains, the depiction of picture informa-
tion remains an intricate problem. Such a description needs an accurate recognition of
various objects and individuals together with their attributes, correlations, and panorama
information. Based on this fact, we depict the image contents in the natural language or
image description generation methods using the convolutional neural networks (CNNs)-
assisted deep learning (CNN-DL) approach, wherein the images are transformed to
vectors. The DL and study attributes via the machine-learned data were used to construct
the complete pictures from the real world. Two sections were considered based on image
classification for CNN’s improvement method to develop a classification model and the
good results of the classification via a novel method for describing an image to the vector
of each object in the image. The learning and relationship activity included all the
essential categorizing and classifying entities. In addition, the developed system was
extended to handle the open detection and hazards classification. The performance
evaluation (using the CIFAR dataset) of the newly developed system revealed its better
strength and flexibility in managing the test images from a new-fangled and isolated field
than the reported techniques.
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1 Introduction

Over a prolonged period, the common believe was that the machines could easily accomplish
the human intelligence level for understanding the visual world. However, extensive research
enabled the resolution of such mysteries [11, 12, 17, 21, 45]. Now, the researchers can produce
a very small error rate using exceptionally deep convolutional neural networks (CNNs) and
large-scale image classification [17]. During the training procedure, each image is first
annotated with a label from a predefined collection of categories in order to predict the
category in each image. Thus, properly supervised training enabled the computer to learn
and classify an image. The image content categorization includes a predominantly classified
object, which are generally the easy tasks [20]. Conversely, the scenario can be more intricate
if the computers are required to understand the complicated scenes, wherein one such task is
subtitling the images. The difficulties are due to two reasons [1, 50]. To begin, the system must
detect significant semantic concepts in the image and understand their connectivity in order to
consistently describe the entire picture content. This in turn produces a meaningful and
syntactically fluent caption, including language and common-sense knowledge, without in-
corporating object recognition. In addition, due to the complexity of the image scenes, it is
intricate to describe all nuanced and finer changes using the simple categorical characteristics.
A complete description of any image contents in natural languages or image description
generator methods is often inaccurate, thus lacking a thin alignment between its sub-regions
and description terms in the training supervision of the model image [51]. Furthermore,
different practical techniques have been developed for describing the contents of images in
contrast to the image taxonomy [31]. In fact, it is instantly possible to recognize the legitimacy
of the classification results via the comparison with the ground reality [50].

The determination of the correctness of the created title is extremely difficult. Generally, for
the practical evaluation of an image title human is used [51]. However, assessment of human is
not only expensive but also time consuming. To overcome this limitation, several automated
approaches have been developed that act as a proxy for speeding up the development cycle
[51]. Early techniques can categorize pictures into two groups. The matching template
approaches and first recognizes the objects, actions, scenes, and qualities before describing
them in a manual and rigid structure based on the photographs [29–31]. These approaches do
not have fluid and easy-to-read subtleties. The other approaches are built on the descriptive
methods, which select a collection of visually comparable photos from a huge database and
then transfer the images’ captions that are retrieved into the query image [22, 40, 46]. The
words based on the query image contents are inflexible because they rely directly on the
training image captions and are free to generate new captions. Deep CNNs with fluent and
expressive subtlety can solve these two problems, generalising beyond the training. Particu-
larly, pictures classified using the NNs [20, 45, 46] and object detection [55] generated
renewed interest in the application of neural visual underlying networks.

Recently, visual attributes and associated descriptions for images have been incorporated into
the DL-based approach [24, 55]. Esteva et al. advocated using a variational autoencoder for
image captioning and dense image descriptions that were created for each feature [15]. Chen
et al. used REINFORCE algorithms as a technique for self-critical succession training [9].Piasco
et al. aimed to optimise an assessment meter that is undetected by normal gradient algorithms.
Using value and policy networks, image descriptions can be generated inside a critical actor’s
framework, maximising a visual semantic prize that assesses the similarity of image-derived
descriptions [41]. Yu et al. presented the generative adversarial networks (GANs)-based models
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for producing the text that can be used to generate image captions [59]. The generator was also
modelled using SeqGAN as a stochastic policy for enhanced learning in the discrete output, such
as text. In addition, Lin et al. provided a range of discriminator losses utilising RankGAN, which
meticulously assessed the generated text quality, leading to an excellent generator [33]. All of
these achievements encouraged the researchers to design learning enhancement strategies for
direct optimization of various models to acquire further advantages [10].

In this paper, we offer a fundamentally new strategy for the image description method
called Image to Vector (IV). First, build an enhanced model-based CNN to categorise images
appropriately. Second, each object is described using the classification model, which shows
the IV. This approach is entirely based on CNNs, which have been trained to create visual
descriptions. It has an obvious advantage when it comes to supervised training on huge
datasets. The system learns common discriminative characteristics for classification and
description tasks. The deep network models the image descriptors’ separate representations
and dependencies. This method produced higher accuracy while requiring less complexity.
The feature extraction in the CNN algorithm was advantaged as a precept essential by
analyzing the CNN structure. It is given the possibility to access hidden connected layers to
apply learning representation and accurately describe visual features. Through the unique
design of the proposed method, we were able to obtain a new image description that
outperformed the previous methods with higher accuracy and reliability and less complexity
compared to the previous reports, which used an additional method to get feature extraction.
To overcome the dataset’s quality and size effects through training, the CNN algorithm was
developed to guarantee the hidden layer weights, which are accurate and proportional to the
number of objects included in the images. The rest of this study will be organised as follows:
In the next sections, we discuss the importance of using deep learning in computer vision and
its applications and illustrate the structure of the original CNN that we will use to build the
purposed model of image classification based on the common objects in context (COCO)
dataset for training and the model evaluation using the CIFAR 10 dataset as a test.

2 The criteria

Several datasets have been generated to enable picture captioning research. The collection of
data using the PASCAL sentencing [43] and Flickr [58] datasets was generated to enable
various picture captions. Lately, Microsoft introduced the largest image subscription dataset in
the public domain, called COCO [32]. In recent years, substantial progress on picture subtitling
has been made due to the availability of wide-ranging datasets. The COCO submission
challenge was attended by about 15 organizations in 2015, wherein the challenge entries were
assessed by a person [16]. Five human judgment metrics are shown in Table 1. The findings of
measure 1 (C1) and criterion 2 were used for evaluating the competition (C2). The other
measures were utilized to diagnose and interpret the results. Each job was evaluated using
human judgment, with an image and two captions, one of which was generated automatically
and the other by a human. The judge was requested to provide a better description of the image
for M1, or the same choice if it is of similar quality. For C2, it demanded the judge, who was
produced by a person. The judge was deemed to have passed the Turing test when he picked
an automatically produced title or chose the “can’t say” option.

Table 2 presents the results for the 15 submissions to the 2015 COCO captioning challenge.
Among them was the entry for Microsoft Research (MSR), which returns the highest in the
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Turing measure, while the Google team outperformed other human subtitles in terms of their
percentages. Consequently, both were jointly awarded the first prize in the COCO picture
subtitling contest in 2015, resulting in the evolution of new systems since this event. Now, it is
important to describe the results for human and random systems. Earlier, human assessment was
never performed because of its exorbitant expense. In fact, COCO benchmarked the organizers
by installing an automated evaluation server. In this process, the server received the new system-
generated captions, assessed them, and automatically submitted the results of a blind test. Table 3
displays 40 references per picture for the top 24 of them (in 2017), including the SPICE human
system [19]. All these 24 systems outperformed the human system. A significant disparity was
observed between the finest systems and a human being because of human judgment (Table 2).

3 Need of DL

Deep learning (DL) is a component of the machine-learning (ML) method that incorporates data
processing via deep networks. McClulloch and Pitts in 1943 termed DL “cybernetics” [37].
Gradually, DL garnered interests amongst researchers due to its capability and unique character-
istics to imitate the manner in which the brain processes information before making decisions.
Furthermore, DL has been designed to process information either through supervised or unsu-
pervised approaches, in which learning is conducted on representations and multi-layered

Table 1 Measurements for human evaluation by 2015 COCO

Criterion The meaning

C1 Assessed captions’ percentages better or equivalent to human captions.
C2 Captions’ percentages of passing the Turing test.
C3 Average accuracy (incorrect–correct) of captions on a scale of (1–5).
C4 The average quantity of details on 1–5 scales (deficiency in details–very comprehensive).
C5 The percentage of captions comparable to description by humans.

Table 2 Human rating by 2015 COCO [18]

Entry C5 C4 C3 C2 C1 Date

Human 0.352 3.428 4.836 0.675 0.638 2015
Google 0.233 2.742 4.107 0.317 0.273 2015
MSR 0.234 2.662 4.137 0.322 0.268 2015
Montreal/Toronto 0.197 2.832 3.932 0.272 0.262 2015
MSR Captivator 0.233 2.565 4.149 0.301 0.25 2015
Berkeley LRCN m- 0.204 2.786 3.924 0.268 0.246 2015
RNN 0.202 2.595 3.897 0.252 0.223 2015
Nearest Neighbor 0.196 2.716 3.801 0.255 0.216 2015
PicSOM 0.182 2.552 3.965 0.25 0.202 2015
Brno University m- 0.154 3.482 3.079 0.213 0.194 2015
RNN (Baidu/UCLA) 0.195 2.548 3.831 0.241 0.19 2015
MIL 0.159 2.915 3.349 0.197 0.168 2015
MLBL 0.156 2.42 3.659 0.196 0.167 2015
NeuralTalk 0.147 2.742 3.436 0.192 0.166 2015
ACVT 0.155 2.599 3.516 0.19 0.154 2015
Tsinghua Bigeye 0.116 2.163 3.51 0.146 0.1 2015
Random 0.013 3.247 1.084 0.02 0.007 2015
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features. Several breakthroughs associated with DL have been reported in terms of enhancing
solutions and solving problems with the help of highly advanced computation models. Since DL
can perform learning on multi-layered representations, it is considered superior at deriving
outcomes for sophisticated problems. In this respect, DL-based methods for data processing
and abstraction in multiple layers can be regarded as the most refined technique. These features
make DL an ideal method for the investigation and analysis of data on gene expression. Ontop,
DL can learn multi-layered representations, imparting flexibility to achieve correct results in a
rapid way. The multi-layered representation component forms a part of the overall architecture of
DL [6]. The performance of both DL and ML depends on the amount of data. DL is unable to
perform on a low-dimensional learning dataset because it needs high-dimensional data for
complete learning [52].

4 Deep of image classification

Image classification, localization, image segmentation, and object identification are examples of
major challenges in computer vision. Among these difficulties, picture classification is the most
fundamental. It serves as the foundation for various computer vision challenges. Image classifi-
cation algorithms are used in a wide range of applications, including diagnostic imaging, object
recognition in satellite images, trafficmanagement systems, brake light detection, machine vision,
and many more. Image classification is a fundamental activity that aims to interpret a whole
image in its entirety. The purpose is to categorize the image by providing it with a label. Image
classification usually involves one-object pictures. Object detection, on the other hand, includes
both classification and localization operations and is used to investigate more realistic circum-
stances in which many items may be present in an image. Image categorization is the process of

Table 3 Obtained automated measures by different image captioning systems (2016) [4, 18]

Entry SPICE (×10) BLEU-4 METEOR CIDEr-D Date

Watson Multimodal 0.204 0.344 0.268 1.123 2016
DONOT_FAIL_AGAIN 0.199 0.32 0.262 1.01 2016
Human 0.198 0.217 0.252 0.854 2015
MSM@MSRA 0.197 0.343 0.266 1.049 2016
MetaMind/VT_GT 0.197 0.336 0.264 1.042 2016
ATT-IMG (MSM@MSRA) 0.193 0.34 0.262 1.023 2016
G-RMI(PG-SPIDEr-TAG) 0.192 0.331 0.255 1.042 2016
DLTC@MSR 0.19 0.331 0.257 1.003 2016
Postech_CV 0.19 0.321 0.255 0.987 2016
G-RMI (PG-BCMR) 0.187 0.332 0.257 1.013 2016
feng 0.187 0.323 0.255 0.986 2016
THU_MIG 0.186 0.323 0.251 0.969 2016
MSR 0.186 0.291 0.247 0.912 2015
reviewnet 0.185 0.313 0.256 0.965 2016
Dalab_Master Thesis 0.183 0.316 0.253 0.96 2016
ChalLS 0.183 0.309 0.252 0.955 2016
ATT_VC_REG 0.182 0.317 0.254 0.964 2016
AugmentCNNwithDe 0.182 0.315 0.251 0.956 2016
AT 0.182 0.316 0.25 0.943 2015
Google 0.182 0.309 0.254 0.943 2015
TsinghuaBigeye 0.181 0.314 0.248 0.939 2016
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extracting information classes from a multiband raster image. Thematic maps can be created
using the image categorization raster. Based on the interaction between the analyzer and the
machine during classification, there are two types of classification: supervision and
unsupervision. The classification technique is a multi-step process, and image classification
was created to provide an integrated environment for classifications. Convolutional neural
networks (CNNs) are a type of deep learning neural network. CNN represents a significant
advancement in image recognition. They are most usually employed to examine visual imagery
and are extensively utilized in picture classification. They are used in anything from photo
tagging to self-driving cars. It is hard at work behind the scenes in fields ranging from healthcare
to security. A pixel-based image is analyzed by a computer. It accomplishes this by treating the
image as an array of matrices, the size of which is determined by the image resolution. Simply
put, picture classification is the processing of statistical data by a computer utilizing algorithms.
Image classification in digital image processing is accomplished by automatically grouping pixels
into predefined groups, referred to as “classes.”The algorithms divide the image into a succession
of its most noticeable elements, reducing the workload on the final classifier. These features
inform the classifier about what the image represents and which class it may belong to. The
characteristic extractionmethod is the most crucial stage in categorizing an image because it is the
foundation for the remainder of the steps. Image classification, especially supervised classifica-
tion, is heavily dependent on the data provided to the algorithm. A well-optimized classification
dataset outperforms a bad dataset with data imbalance based on class and low image and
annotation quality. “Supervised classification” and “unsupervised classification’ are two of the
most common methods for classifying the whole image using training data.

4.1 Supervised images classifications

Supervised classification uses spectral signatures acquired from training samples to classify
images. It can rapidly build training samples that represent the classes it needs to extract. It
may also quickly construct a signature file from the training samples, which is then used by the
multivariate classification tools to classify the image.

4.2 Unsupervised categorization

Without the intervention of an analyst, unsupervised classification discovers spectral classes
(or clusters) in a multiband image. Unsupervised classification can provide access to tools for
creating clusters, the ability to examine cluster quality, and references to classification tools.

4.3 CNN constructions

The construction design of the CNN consists of three layers: the entry, hidden (latent), and
output. Hidden or secret layers have been referred to as the pooling, completely connected, or
conveyor layers. Figure 1 depicts the fundamental CNN architecture [4]. The next sub-section
provides a brief summary of this layer.

4.3.1 The convolutional layer

The convolution method is being used iteratively to perform these functions to generate a
change in the output function [37]. This convolutional layer is made up of a number of
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neuronal maps that are either referred to as “filter maps” or “characteristic maps.” A quanti-
fication of the discrete convolution of receivers may interpret the neural reactivity. The
quantification process entails computing the overall neural weights of the input as well as
the activation function assignments. Figure 2 depicts the structure of a typical discrete
convolutional layer.

4.3.2 The max pooling layer

The max pooling layer generates a large number of meshes from the output of the segmented
convolutional layer. The maximum grid value is used to create matrices in sequence [4]. The
operators are used to get the average or maximum value for each matrix. Figure 3 depicts the
building of the greatest pooling layer.

4.3.3 The full connection layer

This layer refers to the full CNN, which contains 90% of the overall structural components.
This layer enables the input to be transmitted over the networks with the preconfigured vector
length [6]. The data is transformed by a layer in this network before it is graded. The
convolutionary layer has also been transformed to preserve the integrity of the information.

Fig. 2 The convolutional layer [37]

Fig. 1 The diagrams of the basic CNN [4]

20289Multimedia Tools and Applications (2023) 82:20283–20302

RETRACTED A
RTIC

LE



For complete connection layers, the neurons of every previous layer are used. These fully
connected layers serve as the network’s last layer and are categorized. Figure 4 depicts the
whole connection layer configuration. Figure 5 depicts a typical complete CNN with all three
layers. It should be mentioned that the conventional CNN design described here may not be
the ideal choice for solving the CV problem because it was developed for object recognition.
To optimize performance, a bespoke network structure must be created to adapt to the issue
area. However, the experimental findings suggest that the developed CNN is capable of
achieving the needed performance.

5 Paradigm of proposed method for image description

The proposed method for image description is based on transforming the image into a vector.
Figure 6 displays the CNN framework for various image captions. Recent successes in
machine translation learning of visual descriptions introduced the global visual characteristic.
First, the vector encodes the same raw image and displays the whole semantic image data

Fig. 3 The max pooling layer [37]

Fig. 4 The full connection layers [6]
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using deep CNNs. The CNN is fully connected and contains many convolutionary, maximal
bundling, normalized responses (Fig. 7). The design was highly successful for large-scale
imaging classifications [24], and the know-how has been transferred to a wide range of vision
tasks [57]. Usually, the activation values in the latter, fully-connected layer, as the overall
visual function vector, are retrieved in raw images.

Several studies have been conducted using CNN models based on linguistic architec-
tures [8, 13, 25, 27, 36, 48, 49, 56]. Recently, a study was conducted to understand the
mechanism of image captioning [54]. Figure 8 shows the attention architecture wherein
CNN used a series of visual vectors for the sub-region images and a global visual vector.
The CNN is able to eliminate these vectors from a lower convolutional layer [34]. The
CNN refers to those sub-region vectors at every step of the language development
process and determines the possibility of every sub-region’s relevancy to the existing
word production states. Finally, the attention architecture creates a context vector by
combining the sub-region and relevant vectors for decoding the following CNN words.
In another work, a module was added to improve the attention mechanism, and a method

Fig. 5 The architecture for a complete CNN

Fig. 6 CNN framework for image captions
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was proposed to enhance the accuracy of seeing [35, 56]. In addition, a bottom-up
attention model was introduced that showed the most advanced photographic subtitling
performance based on object recognition [2]. The end-to-end formats could include the
back-to-back names and every parameter of the CNN model.

6 Proposed CNN architecture for learning representation

Based on the abovementioned facts, various CNN-deep learning (CNN-DL) model architec-
tures were examined to see their accuracy in image captioning. The CNN model was
configured after the data collection and feature extraction. Convolutional architectures with
totally connected layers were considered the default structural design. These architectural
designs were appropriate for dealing with the image datasets in high- and multi-dimensional
formats like 2D images or genomic data. In order to assess the improvements caused by the
increased CNN depth, Krizhevsky principles were used to design the proposed CNN layer
configurations [28]. Representation learning consisted of learning representative data charac-
teristics that simplified the extraction of valuable information for future learning tasks [7, 39].
The remarkable achievement of DL has led to immense improvements in the representations
learned by deep neural networks (DNNs) over the hand-made functions used in most of the
learning tasks [26, 53].

Fig. 7 Deep CNN structure showing overall visual feature vector, with second last dense layer representing the
semantic information content for the entire image

Fig. 8 Representation of the method for generating image description
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Layered architectures that learn various functionalities at different levels are profound
learning models. These hierarchically layered feature representations can eventually be
linked to the end layer during the classification (generally a completely connected layer)
to produce the final results. For example, the use of the Krizhevsky CNN configurational
model in the absence of its last categorization layer enables the conversion of the object
into a novel task area hidden in the state-based n-dimensional vectors (nodes in the last
hidden layer) [18]. It is the most commonly used method for learning transmission across
DNNs. Figure 9 displays the new learning method using Krizhevsky CNN as the feature
extractor.

Multiple parameters across several layers of CNN’s coding were fine-tuned during training.
The fully connected layer’s convolution filters, decision tree nodes, and hidden neurons were
constantly adjusted to the data. Figures 10 and 11 depict the proposed CNN parameters and
structure configuration, respectively.

7 Performance evaluation

The evaluation criteria are the primary components for determining the robustness of any
classification method. It serves as a guide for developing and improving the classification
models. Table 4 shows all the measurements that are derived from four factor values, such as
true positive (TP), true negative (TN), false positive (FP), and false negative (FN) [4]. The
most common classification measurements are the true positive rate (TPR, which includes
recall, detection, and sensitivity), the correct classification rate (CCR), the false positive rate
(FPR), the false negative rate (FNR), and the true negative rate (TNR), which includes
specificity and precision. For the performance evaluation of the proposed CNN-DL-based
image-to-vector depiction model, we used measures like CCR, FPR, TPR, Precision, and FP or
1-Precision.

Fig. 9 Learning representation of the proposed CNN model
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The expression of CCR (defined as the percentage of patterns correctly classified) is given
by:

CCR ¼ TP þ TN

Total number of patterns

The expression TPR also called the Detection Rate, Recall, or Sensitivity (defined as the
percentage of positive pattern correctly classified as belonging to the positive class) is can be
written as:

TPR ¼ TP

TP þ FN

The expression for FPR (defined as the percentage of negative patterns identified wrongly as
positive) yields:

FPR ¼ FP

FP þ TN

The expression for TNR (defined as the proportion of negatives properly identified as negative
classes) is given by:

TNR ¼ TN

TN þ FP

The expression for FNR (defined as percentage of positive patterns incorrectly classified as
belonging to the negative class) can be written as:

FNR ¼ FN

FN þ TP

Fig. 10 The summary of the proposed CNN parameters
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Fig. 11 The proposed CNN Model structure configuration

Table 4 Definition of the measuring parameters

Parameter Definition

TP Pattern correctly classified as positive
FN Pattern incorrectly classified as negative
FP Pattern incorrectly classified as positive
TN Pattern correctly classified as negative
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The expression for Precision (defined as the ratio of the number of properly categorized
positive instances to the total number of positive instances) is written as:

Precision ¼ TP

TP þ FP

The expression for Recall (that measures the number of positive class forecasts from all
positive data instances) can be written as:

Recall ¼ TP

TP þ FN

The F-Measure (F1, defined as a single score that balances the precision concerns and recalls
them in a single number) is given by:

F1 ¼ 2� Precision� Recall

Precisionþ Recall

The Matthews Correlation Coefficient (MCC) is a contingency matrix method of determining
Pearson product-moment correlation between actual and anticipated values, which is an
alternative measure that is not influenced by imbalanced datasets. The equation of MCC is
as follows:

MCC ¼ TP � TNð Þ− FP � FNð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

TP þ FPð Þ � TP þ FNð Þ � TN þ Fp
� �� TN þ FNð Þ

q

8 The results and comparison

The success of the representation education was tracked and discussed in terms of the
theoretical advantages of the distributed and profound representations, concluding with the
broader idea of the underlying assumptions regarding the data generation process and causes
of the observed data. Depending on the representation of the information, many data process-
ing jobs might be either easy or very hard. It is a broad concept that applies to daily life in
general and computer science in particular. One may consider advanced networks that are
taught as representation learning via supervised learning. Particularly, a linear classifier, being
usually the last layer on the network, can be represented by the remainder of the network.
Training under a supervised criterion naturally results in the display of characteristics that
simplify the classification job on any hidden layer (but closer to the top hidden layer). For
example, the last hidden layer that is not linearly detached from the input characteristics
becomes linear. In fact, in principle, the last layer can be another type of model (like the closest
classification of neighbor), as shown in Table 5. Functions in the pre-last layer should learn
different characteristics based on the last layer type, as depicted in Fig. 12.

To demonstrate the validity of the proposed method of image description, the image
classification was used to calculate the image description’s accuracy based on the proposed
model’s findings. By building a new model based on an improved CNN algorithm, image
descriptions begin when the last connected layer is gathered before the classification layer to
represent the image vector, as shown in Fig. 12. Table 5 displayed some of the image vector
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outcomes. Thereafter, the evaluation of the testing results is based on several measurement
performances in recent studies [38]. Table 6 showed the calculation of the accuracy, precision,
recall, and F-score percentage that were obtained through testing the classification model on
the CIFAR10 dataset.

For the performance evaluation, the proposed CNN-DL model configuration used the R, G,
and B color channels as input features representing objects selected from the CIFAR-10
dataset. The profound learning models, as previously stated, were layered architectures that
learned various functionalities at different levels. Finally, in the absence of its final taxonomy
layer, such layers were linked to the final layer to produce the eventual outcomes. This in turn
allowed the transformation of the object into an innovative task domain, the hidden-states
based n-dimensional vector. Consequently, the features were extracted from an object

Table 5 Images description for each object of the dataset and difference amid the descriptions

Fig. 12 Image description extraction from the penultimate layer that contains all the important information of the
object
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classification assignment that utilized the information from the object detection task. Table 6
shows the evaluation result for the final layer as a classification. We have built our model
depending on the proposed method.

In addition to improving accuracy, the proposed method reduced methodological complex-
ity. We could use feature extraction as a fundamental of the CNN algorithm by examining the
structure of the CNN. It can access hidden, connected layers if it wants to apply a learning
representation and precisely describe visual features [45]. The proposed method’s novel
architecture allowed us to produce a new image description that is both more accurate and
reliable than its predecessors and simpler to implement. Previous research employed a different
strategy to obtain feature extraction, leading to less precise results and more work [5, 14, 23,
44]. Using computer vision and CNNs to classify images has limits. These techniques may not
work in other circumstances if the dataset is unavailable. This study aims to develop a CNN

Table 6 Classification evaluation of CIFAR 10 dataset

Classes Test Dataset TPR FPR TNR FNR CCR Precision Recall F1

Plane 202 98.02 2.97 97.03 1.98 97.52 97.06 98.02 97.54
Car 212 97.30 3.96 96.04 2.70 96.70 96.43 97.30 96.86
Bird 199 98.97 2.94 97.06 1.03 97.99 96.97 98.97 97.96
Cat 192 98.89 2.94 97.06 1.11 97.92 96.74 98.89 97.80
Deer 199 95.96 4.00 96.00 4.04 95.98 95.96 95.96 95.96
Dog 185 97.65 2.00 98.00 2.35 97.84 97.65 97.65 97.65
Frog 207 94.29 7.84 92.16 5.71 93.24 92.52 94.29 93.40
Horse 202 98.02 2.97 97.03 1.98 97.52 97.06 98.02 97.54
Boat 199 93.27 2.11 97.89 6.73 95.48 97.98 93.27 95.57
Truck 203 99.02 1.98 98.02 0.98 98.52 98.06 99.02 98.54

Fig. 13 Demonstrates the main finding of our proposed method
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model for image classification and IV to improve prior work. Our research focuses on high-
accuracy image classification and description generation with less complexity. However, our
proposed method’s limitation was the MCC, which our suggested technique reached at
93.87%.

The first step in describing an image using the new model based on the enhanced CNN
algorithm is to collect the last connected layer before the classification layer, which represents
the image vector. Next, some of the image vector outcomes are shown in Table 5. After that,
several measurement performances from recent studies are used to evaluate the test results
[38]. Finally, the calculated accuracy, precision, recall, and F-score percentage from testing the
classification model on the CIFAR10 dataset are displayed in Fig. 13. Furthermore, based on
the main findings, we compared the proposed method with the state-of-the-art techniques.
Table 7 compares the results of the proposed method to those of state-of-the-art techniques.

9 Conclusion

This paper proposes an enhanced CNN-DL approach to describe the image contents in the
natural language in which the images were transformed to vectors, recognizing the cross-
disciplinary value of precise images to text production in computer vision and the processing
of natural languages. First, it focused on picture classification and provided a new strategy for
using CNN to create a classification model. Second, based on the classification’s success, we
propose a new description method—an image to victor—to characterise each object in the
image. The performance of the developed model was trained on the COCO dataset and
evaluated using CIFAR10. Besides, it provided the technical basis for other significant
applications. In addition, a convolutional neural network (CNN) and a deep learning (CNN-
DL) technique were implemented to convert images into vectors and describe their contents in
plain English. The major advancements in DL research and industrial deployment by the
community and their impacts were examined. Image sub-sections being a critical area for the
multimodal intelligence image-natural language, a new strategy for training the CNN archi-
tecture that could remove the locally matched visual descriptors was proposed, with NNs-
based profound training playing a significant role. As a result, using the CIFAR dataset, a
newly built system performed better than reported methods for processing test images from a
distinct and isolated field. The experimental results demonstrated more detailed descriptions of
the image contents using the principles that have been introduced in the field of distance
metrics, which were stimulated through the training with positive and negative constraints
simultaneously. The empirical outcomes of the model with the cross-domain picture datasets
reaffirmed its high flexibility, reliability, and stability when compared with other state-of-the-
art techniques reported in the literature. It was established that the present approach may
contribute to the future development of multimodal intelligence related to AI capabilities.

Table 7 Comparative evaluation of the proposed method

References Algorithm Accuracy Precision Recall F1

[47] CNN-GA 96.78 – – –
[42] CNN 96.81
[3] CNN – 96.77 – 92.3

Proposed method 96.871 96.643 97.139 96.882
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