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Abstract
Human behavior is an important part of video content. Therefore, the effective recogni-
tion of human behavior in the video has attracted extensive attention. In order to solve the
problem that the key features are not prominent and the accuracy rate is not high in the
existing methods of human behavior recognition in video. This paper proposes a three-
dimensional convolutional neural network fusing channel attention (3DCCA) model
feature extraction method. Mean normalization is presented for the preprocessing of
RGB video frames. The three-dimensional convolution (3DCNN) is presented for the
spatiotemporal features extraction of the inputs clips. The channel attention(CA) is used
to select features that are more critical for current behavior recognition from all features.
Softmax classifiers to achieve in the Classification and Identification of the human
behavior in video. The training results on UCF101 and HMDB51 public datasets show
that the algorithm can make better use of the original information in the video, extract
more effective features, correctly detect human behaviors and actions and show stronger
recognition ability to the algorithm compared with other commonly used human behavior
feature extraction and recognition methods.

Keywords Deep learning . 3DCNN . Spatiotemporal feature . Attentionmechanism .

Behavior recognition

1 Introduction

With the rapid development of the Internet and multimedia technology, a large number of
videos are shared through the network all the time, and the video information grow exponen-
tially. How to quickly and accurately identify the content of these videos has become a
research hot spot currently [11, 28, 35]. Human behavior recognition in videos is an important
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part of video content recognition, which is widely applied in such fields as human-computer
interaction, intelligent video monitoring, medical diagnosis, abnormal behavior detection and
sports analysis [7, 8, 16].

Therefore, accurate and timely recognition of human behavior in the video plays an
important role in the development of artificial intelligence and computer vision [9]. The
contributions of this study are as follows:

& In order to achieve efficient and accurate behavior recognition, a three-dimensional
convolutional neural networks and channel attention (3DCCA) human behavior recogni-
tion model is proposed. The model is divided into two stages to extract the features of
human behavior in the video.

& In the first stage, the standard human behavior recognition data set is decomposed into
video frame sequence, and the temporal and spatial features of human behavior in
continuous video frame sequence are extracted effectively by using three-dimensional
convolutional neural networks (3DCNN).

& In the second stage, the channel attention is used to extract the key features of human
behavior recognition from the features extracted in the first stage. The convolutional
feature map is compressed in time and space by global pooling, and important features
are extracted from the compressed feature map by the multi-layer perceptron
(MLP).Finally, the convolution feature map is given different weight values.

& In these two stages, the accuracy of human behavior recognition is improved by extracting
the spatiotemporal features and key features of human behavior in the video.

The rest of this paper is organized as follows. The literature review is given in Section 2. The
framework and the methodology are introduced in Section 3. The experimental results are
discussed in Section 4. Finally, the conclusion and future work are given in Section 5.

2 Related works

According to difference of feature extraction methods, the human behavior recognition
algorithms in the video can be divided into traditional algorithms based on hand-crafted
features and deep learning algorithms based on end-to-end automatic learning features
[14, 29, 42].

The feature of hand-crafted is usually used to describe the local spatiotemporal changes of
human motion in the video, such as space-time interest points (STIP) proposed by Laptev et al.
[13], which detects the spatiotemporal range of human movement and calculates its scale-
invariant space-time descriptor to realize the recognition of human walking motion in the
scene with occlusion and dynamic background, Paul et al. extended scale-invariant feature
transform (SIFT) to 3D-SIFT [19], and used sub-histogram to identify human behavior based
on the local time and space information encoding of human movements in the video. Klaser
et al. extended traditional histograms of oriented gradients (HOG) in the time domain direction
to form 3D-HOG [12], and adopted the uniform distribution surface of regular polyhedra as
histogram angle to avoid singularity problem and perform human behavior recognition on
standard data sets such as KTH. Wang et al. proposed improved dense trajectories (IDT) [25],
to densely sample local blocks in different scales from each frame of video, and then track
these local blocks in the dense optical flow field for human behavior recognition.
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In deep learning algorithms based on end-to-end automatic learning features, two-
dimensional convolutional neural networks(2DCNN) and 3DCNN are often used. In 2DCNN
algorithms, Simonyan et al. proposed the two stream CNN model for human behavior
recognition in video [21]. In this model, CNN extracts features through the original single-
frame RGB image and the dense optical stream image of the video frame were used to
independently, and finally the output results were fused for human behavior recognition.
Yue-hei Ng J et al. combined long and short term memory (LSTM) with CNN [34], extracted
temporal features with LSTM and spatial features with CNN, and fused them to recognize
human behavior. Wang et al. proposed temporal segment networks (TSN) [26], which
combined sparse time sampling strategy and video level supervision to efficiently
extract the features of the entire video, and improved the ability of long-range video
modeling. Qing et al. proposed a two-stream heterogeneous network based on the
basic structure of the traditional two-stream network [30], filter weight grafting is
carried out for invalid filters in DenseNet network and BNIception network based on
filter grafting technology, then the improved DenseNet network and BNIception
network are used to form a two-stream heterogeneous network to extract spatial and
temporal information of human behavior.

In 3DCNN algorithms, Wang et al. proposed a three-dimensional convolutional boltzmann
machine (3DCRBM) that can extract features from the adjacent frames of the original RGB
and the adjacent frames of the depth graph [24], which uses the features obtained after
unsupervised data training in the deep belief network (DBN) as the input of CNN for human
behavior recognition. Ji et al. proposed a 3DCNNmodel to realize human behavior recognition
[10]. The model generates multi-channel information (gray level, horizontal gradient, vertical
gradient, horizontal optical flow and vertical optical flow) among consecutive video frames,
and fuses the multi-channel information for human behavior recognition. Tran et al. proposed a
three-dimensional convolutional neural networks (C3D) for large-scale data sets [22]. C3D can
process multiple consecutive RGB video frames at a time, and the extracted features have
strong versatility. Carreira et al. proposed the inflated three-dimensional convolutional neural
networks (I3D) [4], which applyed the 2D model parameters trained on Imagenet data set to
3D model, and used 64 frames receptive field for human behavior recognition. Qiu et al.
proposed pseudo-3d residual Net (P3D ResNet) [18]. 2D space convolution and 1D time
convolution were used to form different pseudo-3D blocks at different positions in the ResNet
network, which enhanced the network’s ability to identify human behavior by enhancing the
diversity of model structure.

The above human behavior recognition methods have their own characteristics. References
[12, 13, 19, 25] extract features through manually designed operators, which can achieve good
recognition effect. However, the hand-crafted features only reflect the local information of
video content, and the generalization ability is weak. Moreover, the design of operators
requires a lot of professional knowledge and experience, and most of the extracted features
are shallow features, therefore, these methods are only applicable to specific scenes. Refer-
ences [21, 26, 34] used 2DCNN algorithms for human behavior recognition, which achieved a
high recognition rate, but the video content was mainly considered from the image level,
lacking the extraction of temporal features in the video content. Secondly, the computation of
optical flow in Two Stream network and the input of the whole video in TSN will greatly
increase the computational complexity. References [4, 10, 22, 24, 30] can effectively extract
the spatiotemporal features of human behavior in video, and achieve high recognition rate in
human behavior recognition. However, the important difference of various features in local
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video region is not considered, which affects the recognition effect. Moreover, large-scale
behavior recognition data set as the input of neural network makes the model training cost
higher.

In summary, in view of the weak generalization ability and inconspicuous key features in
existing human behavior recognition methods in videos, channel attention(CA) was introduced
based on the three-dimensional convolutional neural network [27]. A 3DCCA model that uses
a three-dimensional convolutional neural network to fuse channel attention for human behav-
ior recognition.

3 Establishment of 3DCCA model

Figure 1 shows the 3DCCA model framework, which mainly includes data preprocessing,
local feature extraction, key feature extraction and behavior recognition.

In Fig. 1, in data preprocessing, FFMPEG is used to decompose multiple video segments
containing human actions into video frame sequence, and then normalize the video frame
sequence by cropping the central picture, calculating the mean value and reducing the mean
value, etc., so as to improve the accuracy of model training. In the training stage, the 3D
convolution fusion attention mechanism is used to extract the features of the processed
data, which is subdivided into three-dimensional convolution to extract the local features
of continuous video frames, and the channel attention extracts the important features of
continuous video frames. In the verification stage, through continuous optimization of
the parameters obtained in the training process, the optimal 3DCCA model is selected as
the model in this paper. In the test stage, the classifier Softmax is used to complete
human behavior recognition. Finally, the performance of 3DCCA model is evaluated by
accuracy rate.
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Fig. 1 3DCCA model framework
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3.1 Data preprocessing

In this paper, we use UCF101 and HMDB51 standard video human behavior recognition data
set. The data set is composed of multiple video segments containing human actions. Each
video segment contains a specific human action and the resolution is relatively high, and it
does not pay too much attention to the characteristics of individuals in the video, in order to
improve the performance of the model, the following preprocessing is required for the video
human behavior data set:

& Video segment to video frame sequence. The FFMPEG platform is built, and each
video segment is intercepted at the frame rate of 5fps and saved as a JPG video frame
sequence.

& Data set division. 75% of the video frame sequences are randomly selected as the
training set, and the remaining 25% of the video frame sequence are used as the
test set.

& Data set standardization. From the divided training and testing video frame sequence,
i is taken as the starting frame, and consecutive fi(i = 1, 2, …, n) video frames are
selected to form a video clip. If i < 16, the empty list clip and the indexiof start
frame is returned. On the contrary, the starting frame with index i is selected
randomly, among them, 0 < i ≤ fi − 16, 16 consecutive RGB video frames from
ias the clip list are selected. Since the human body in the video frame is in the middle
area of the frame, the size of all the video frames is 112 × 112 through the center
cropping, and the average value is calculated. Finally, the video frame in the clip is
subtracted from the calculated average value.

Eg: First, the resolution of the original video frame is 320 × 240, we also use jittering by using
random crops with a size of 3 × 16 × 112 × 112 of the input clips during training. Then use
python to calculate the average value of the three channels of input clips as [121.643, 124.514,
126.064]. Finally subtract the average value from the input clips of training set, validation set
and test set.

& Data set tagging. The video frames in clip were annotated to get the corresponding label of
the data set.

3.2 Feature extraction

The process of human behavior recognition is shown in Fig. 2.
As shown in Fig. 2, input is clip data. The data is extracted feature through a network

structure of two module 1 and three module 2 in series, in which module 1 is one convolution,
one attention layer and one pooling layer (green dashed box) successively, while
module 2 is two convolution layers, one attention layer and one pooling layer (yellow
dashed box) successively. The convolution in module 1 and module 2 is three-
dimensional convolution, which extracts the time and space features of human behavior
in video frame sequence. The channel attention layer in the two modules increases the
feature sensitivity between the channels of the convolution feature map to extract the
key features of human behavior recognition. The pooling in the module is three-
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dimensional pooling, which is used to gradually reduce the scale of the feature map of
the attention layer, reduce the calculation of the parameter amount in the 3DCCA
model, and reduce the difficulty of model training. Human behavior recognition uses
the Softmax function.

3.2.1 Convolution layer

The video segment is composed of video frames. The recognition of human behavior in video
frames is mainly realized by representing the local features of human actions and human
scenes, such as edges, spots, color changes and textures. There is a certain hierarchical
structure between these features. Convolution neural network can extract the local features
represented by human actions and human scenes. Therefore, 3DCNN is selected for local
feature extraction, the preprocessed clip is used as the input of 3DCNN. The size of clip
is c × l × h × w, in which c is the number of channels with a value of 3, lis the length
of video frame, with a value of 16, and h and w are the height and width of frame, with
the values of 112. The convolution kernel of d × k × k is used for convolution
operation, where d is the time depth, with a value of 3, and k is the space size, with a
value of 3. The output feature map is connected with several adjacent video frames in the
Input layer to extract the local feature information of human motion in the video. The
process of 3D convolution feature extraction in module 1 and module 2 is shown in
Fig. 3, and the calculation of feature value is shown in Eq. (1).

Fxyz
ij ¼ Relu bij þ ∑

m
∑
k¼0

Ki−1

∑
q¼0

Qi−1

∑
d¼0

Di−1

wkkd
ijm F xþkð Þ yþqð Þ zþdð Þ

i−1ð Þm

 !
ð1Þ

Among them, Fxyz
ij means that the pixel points contained in the j-th (j = 1,2,...512) feature

map in the i-th (i = 1,2,...,8) convolutional layer are in (x, y, z) position feature value, Relu
represents the activation function of the convolutional layer, bij represents the offset of the j-th
feature map in the i-th convolutional layer, m represents the number of feature maps of the i-1-
th convolutional layer, Ki − 1 and Qi − 1are the height and width of the kernel in the i-1-th
convolutional layer, respectively, where Di − 1 is the size of the 3D kernel along the temporal

dimension, wkkd
ijm represents the volume weight matrix connected to the m-th feature map in the

i-1-th convolutional layer.

Fig. 2 Human behavior recognition process
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3.2.2 Attention layer

After convolution operation, each channel of the feature mapFi is regarded as a feature extractor, and
the importance of different channel features in human behavior recognition is different. Channel
attention layer will realize the selection of key channel features representing human behavior, and the
process of calculating the attention weight of each channel is shown in Fig. 4. Among them,
Firepresents the feature map of the i-th convolutional layer, Fc

avg represents the global average

pooling feature map, Fc
max represents the global maximum pooling feature map, F1 and F2 represent

the feature map obtained after MLP respectively,Mc(Fi) represents the channel attention feature map.
The steps to calculate the attention weight of each channel in the feature map are as follows:

& Since each convolution operation only operates in a local region and cannot provide information
outside the region, global pooling is adopted to compress the spatial and temporal dimensions of
the feature graph so that each feature graph is a one-dimensional array to achieve global
information extraction. In this paper, the global average pooling and global maximum pooling
are used to compress the spatial and temporal dimensions of the feature graph Fi into unit length,
and the corresponding global average pooling feature graph Fc

avg and global maximum pooling

feature graph Fc
max are obtained. The calculation of the feature map is shown in Eq. (2) and Eq.

(3). Among them, Fi represents the feature map of the i-th convolutional layer, and H,W and L
respectively represent the spatial and temporal dimensions of Fi.

Fc
avg ¼

1

HWL
∑
H

h¼1
∑
W

w¼1
∑
L

l¼1
Fi h;w; lð Þ ð2Þ

Fig. 3 Feature extraction process of 3D convolutional network

Fig. 4 Key feature extraction process
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Fc
max ¼

1

HWL
∑
H

h¼1
∑
W

w¼1
∑
L

l¼1
Fi h;w; lð Þ ð3Þ

& The key features of Fc
avg and Fc

max are extracted through the shared network composed of

MLP. After MLP, the F1 and F2 channel feature graphs are obtained. The Sigmoid
function is used to normalize F1 and F2 to obtain the Mc(Fi) weight of CA layer. The
calculation is shown in Eq. (4). Among them δ represents the Sigmoid normalization
function, W0 ∈ RC/r × C and W1 ∈ RC × C/r represent the weight matrix of MLP, r
represents the reduction rate, C represents the number of channels of the i-th convolutional
layer, and F1 and F2 respectively represent the feature maps obtained after MLP.

M c Fið Þ ¼ δ MLP Fc
avg

� �
þMLP Fc

max

� �� �
¼ δ W1 W0 Fc

avg

� �� �
þW1 W0 Fc

max

� �� �� �
¼ δ F1þ F2ð Þ

ð4Þ

& The channel attention weight Mc(Fi) is obtained through the previous calculation, Ai is the
feature map of key features extracted by CA at the i-th convolutional layer. The calculation
of feature is shown in Eq. (5). Among them, ⊗ indicates that the attention weight of the
channel is multiplied by the element in the corresponding feature map Fi.

A ¼ M c Fið Þ⊗Fi ð5Þ

3.2.3 Pooling layer

After the calculation of attention layer, the feature map Ai is reduced by three-dimensional
pooling. The pooling layer of module 1 and module 2 both use maximum pooling, as shown in
Fig. 5, and the calculation of the feature value of the pooling layer is shown in Eq. (6). Among

them, P∂βγ
mn indicates that the pixel points contained in the n-th (n = 1,2,...,512) feature map in

the m-th (m = 1,2,...,5) pooling layer are in (∂, β, γ) position feature value, p, q and k
respectively represent the sliding steps in the space and time direction of the three-dimensional
pooling kernel, and X, Y and Z represent the size of the three-dimensional pooling kernel space
and time dimensions, respectively.

P∂βγ
mn ¼ max

0< x<X ;0< y<Y ;0< z<Z
Ai

∂�pþx;β�qþy;γ�kþz
m−1;n−1

� �� �
ð6Þ
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3.3 Human behavior recognition

After data preprocessing, the video frame sequence is input into the 3DCCA network built in
this paper, and then the key features which are conducive to human behavior recognition are
extracted through module 1 and module 2 in Fig. 2. Finally, human behavior is recognized by
Softmax in Fig. 2. Dropout layer is added to the full connection layer to prevent over fitting
during model training. The Softmax classification function is shown in Eq. (7). Among them,
wi represents the weight matrix from the Fc2 layer to the out layer, bi represents the
corresponding bias, and dij represents the output vector of Fc2.

yi ¼ Softmax widij þ bi
� � ð7Þ

4 Experimental design and result analysis

4.1 Experimental environment

In order to verify the effectiveness of the model proposed in this paper, using the Siteng
IW4200 CPU with dual Intel®Xeon®E5-2600 V3/V4 servers, with four NVIDIA Tesla
Kepler GPU, an operating system of 64-bit Windows 10, a programming language of Python,
and a modeling tool of Google TensorFlow.

4.2 Experimental data

4.2.1 UCF101 data set

UCF101 data set [1] is a human behavior recognition data set with a large number of action
categories and samples at present. It contains 13,320 videos from 101 types of human actions.
Each type of human action is performed by 25 people, and each person does 4–7 groups. The
video content has a great diversity in motion collection, which makes it one of the

Fig. 5 3D pooling feature extraction process
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data sets with higher recognition difficulty. The data set consists of five categories, as
shown in Fig. 6.

4.2.2 HMDB51 data set

HMDB51 data set [2] is another commonly-used data set to identify human behavior. It
contains 6766 videos from 51 types of human actions. With high similarity between classes, it
is currently a difficult data set for recognition. The data set mainly includes the following five
categories:

& General facial movements: smiling, laughing, chewing, etc.
& Facial interaction with the object: smoking, eating, drinking, etc.
& General body movements: cartwheels, clapping, climbing stairs, etc.
& Body and object interaction: comb hair, draw sword, dribble, etc.
& Human interaction: fencing, hugging, shaking hands, etc.

The UCF101 and HMDB51 human behavior recognition data sets were preprocessed as the
input of 3DCCA model as shown in Section 3.1 of 3.

4.3 Network model establishment and hyper-parameter setting

The 3DCCA model is established in Tensorflow as shown in Fig. 1. The hyper-parameter of
the 3DCCAmodel is optimized through multiple attempts, and the parameter values are shown
in Table 1.

Fig. 6 Examples of 5 types of actions in the UCF101 data set
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4.4 Ablation experiment

In the same experimental environment, UCF101 and HMDB51 data sets were used as
experimental data. First, the video segments were decomposed into video frame sequence,
and then the processed video frame sequence were typed into the 3DCNN, 3DCNN-CA, Pre-
3DCNN and 3DCCA human behavior recognition training networks, among them, 3DCNN
and Pre-3DCNN represent different training situations in the same three-dimensional
convolutional neural network model, and 3DCNN represents training the three-dimensional
convolutional network model from scratch. Pre-3DCNN indicates that the network model
trained on Sports_1m data set is transferred to UCF101 and HMDB51 data sets for training.
3DCNN-CA and 3DCCA respectively represent different training situations after fusing
channel attention on the basis of 3DCNN and Pre-3DCNN, 3DCNN-CA represents trained
from scratch for the three-dimensional convolutional network fusion channel attention.
3DCCA represents model the network trained by fusing channel attention in the transferring
network. Finally, the experimental comparison is performed. The experimental results are
shown in Table 2.

It can be seen from Table 2 that the accuracy rate of 3DCNN-CA in human behavior
recognition is increased by 2.9% and 3.9% compared with 3DCNN, and the accuracy rate of
3DCCA in human behavior recognition is increased by 0.6% and 7.1% compared with pre-
3DCNN, respectively. The results show that CA has a role in improving the model recognition
rate. HMDB51 data set is used to test the calculation performance of 3DCCA model, and the
experimental results are shown in Table 3.

It can be seen from Table 3 that compared with 3DCNN, the accuracy rate of behavior
recognition of 3DCNN-CA is increased by 3.9%, but the calculation time for each picture is
increased by 0.6 ms, and the calculation time for each epoch is increased by 34.2 s. similarly,
the recognition accuracy rate of 3DCCA is increased by 7.1% compared with pre-3DCNN, the
calculation time of each picture is increased by 0.5 ms, and the calculation time of each epoch
is increased by 31.3 s, indicating that the time overhead has increased after the introduction of
CA, but the accuracy rate has been greatly improved

Table 1 Model hyper-parameter
setting Hyper-parameter value

Video frames 16
Loss Cross_Entropy
Learning_rate 0.0001
Batch_size 20
Dropout 0.5
Optimizer Adam
Reduction_ratio 16

Table 2 Model accuracy in
UCF101 and HMDB51 data sets method UCF101(%) HMDB51(%)

3DCNN 77.5 36.2
3DCNN-CA 80.4 40.1
Pre-3DCNN 90.3 52.4
3DCCA 90.9 59.5
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4.5 Analysis of experimental results

4.5.1 Analysis of experimental results of UCF101 data

In this paper, by training the human behavior recognition model on the UCF101 training set,
the accuracy and the loss rate of human behavior recognition in the training process can be
obtained as the curve of the change of the model iteration number epoch as shown in Fig. 7. It
shows that in the 26th epoch, compared with the 3DCNN and pre-3DCNN without CA, the
accuracy rate of the 3DCNN-CA and the 3DCCA for human behavior recognition has a certain
degree of improvement, the loss rate has dropped to a certain extent, which proves that CA can
improve the accuracy rate of human behavior recognition

Secondly, the trained model is tested on the test set of the data set, and the confusion matrix
as shown in Fig. 8 is obtained, among them, the abscissa of the confusion matrix represents the
predicted label of the test sample, and the ordinate represents the real label of the test sample.

Table 3 Computational reasoning time of 3DCCA model

method HMDB51(%) Inference Time per epoch/image (s/ms)

3DCNN 36.2 277.6/4.3
3DCNN-CA 40.1 311.8/4.9
Pre-3DCNN 52.4 280.0/4.4
3DCCA 59.5 311.3/4.9
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Fig. 7 Accuracy and loss rate on UCF101 data set
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The label is from 0 to 100, and each number represents a kind of behavior. The scale on the
right side of the picture represents the lighter the color (the more the color is), the higher the
accuracy rate of behavior classification. The recognition rate of 3DCCA in UCF101 data set is
higher as a whole. Among them, the error rate of weightlifting, candle blowing, floor cleaning
and other categories is higher, these categories of videos are relatively fuzzy and the back-
ground is chaotic, which makes the recognition rate lower.

4.5.2 Analysis of experimental results of HMDB51 data

Similarly, by training the human behavior recognition model on the HMDB51 training set, the
accuracy and loss rate of human behavior recognition in the training process can be obtained as
the curve of the change of the model iteration number epoch as shown in Fig. 9. According to
Fig. 9, when the 36th epoch, compared with 3DCNN and pre-3DCNN without CA, 3DCNN-
CA and 3DCCA for human behavior recognition, both of which showed a certain degree of
improvement in accuracy rate and a certain degree of decrease in loss rate, which further
proved that CA could improve the accuracy rate of human behavior recognition

Secondly, the trained model is tested on the test set of the data set, and the confusion
matrix as shown in Fig. 10 is obtained, among them, the abscissa of the confusion matrix
represents the predicted label of the test sample, and the ordinate represents the real label
of the test sample. The labels are from 0 to 100, and each number represents a kind of
behavior. The scale on the right side of the picture represents the lighter the color is
(loser to 1.0), the higher the accuracy rate of behavior classification. Compared with
3DCCA on UCF101 data set, the recognition accuracy rate on HMDB51 data set is
lower, which is mainly due to the high similarity between classes. Among them, golf,
push-up, sit ups and other categories have higher recognition rate, and these types of
actions have a larger range, and have lower similarity with other actions, which makes
the recognition accuracy higher.

Fig. 8 Confusion matrix on UCF101 data set
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Fig. 9 Accuracy and loss rate on HMDB51 data set

Fig. 10 Confusion matrix on HMDB51 data set
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4.6 Model performance comparison

The proposed method is compared with existing state-of-theart methods, including improved
dense trajectories (IDT) [3], 3D convolution [4, 22], multilayers features [41], CNN/LSTM
models [15–30], attention-based models [5, 15, 17, 32, 37]. Tables 4 display the performance
comparisons on UCF11, HMDB51 and UCF101.

According to the comparisons between deep-learning methods and traditional approaches,
deep-learning models introduced in recent years have exceeded traditional approaches (per-
formance gaps are∼ 8% on HMDB51 and ∼ 5% on UCF101) because deep-learning models
can capture ample semantic information.

In Table 4, benefit from the use of spatial attention in Soft Attention [20] and VideoLSTM
[15], attention models are capable of searching salient region in each frame adaptively.
However, they just employ single spatial attention to select the key spatial information, thus
exhibiting weak temporal stress. To this end, the spatial-temporal dual-attention network
(STDAN) [40], which is mainly composed of feature extraction, attention and fusion modules,
is designed. Although STDAN achieves good performance, it has high computational com-
plexity due to the LSTM structure. Our model can obtain better action recognition results by
inputting complete and continuous video frames at one time. Although the work [41] obtains
an improvement by the utilization of proper layer combinations, the features are only from
convolutional layers thus lack of key feature description. Therefore, our 3DCCA still performs
better due to the key features from CA layer. In addition, our model outperforms some
methods [31, 39], which performed a residual learning through stacked residual spatial-
temporal attention blocks or introduced attention mechanism to strengthen the focus on
discriminative foreground targets, but both of them omit complementary discriminative
multi-level features. Compared with the two-stream methods [21], which jointly employ
RGB and optical flow as input, with less computing resources, our 3DCCA still exhibits a

Table 4 Recognition accuracy rate of different models on UCF101 and HMDB51 data sets

Methood UCF101 (%) HMDB51 (%)

DT+MVSVError! Reference source not found. 83.5 55.9
Two stream CNNs [21] 88.0 59.4
C3D [22] 82.5 44.0
I3D [4] 49.8 84.5
Zhang et al. [36] 87.5 55.3
ML-HDP+iDT+TDD [23] 89.3 N.A.
Multi-layers features [41] 86.5 53.2
Spatial–temporal relations [37] 75.8 45.4
VideoLSTM [15] 79.6 43.3
Residual STAB [31] 86.0 54.4
JSTA [32] 88.6 59.8
RSTAN [5] 80.2 53.4
MFA [39] 87.6 55.1
TCLSTA (Frame + STA) [17] 85.9 54.8
Recurrent Attention [38] 75.8 45.4
IP-LSTM [33] 88.5 58.6
STDAN [40] 87.7 57.0
T-VLAD [6] 89.0 N.A
two-stream heterogeneous graft network [30] 89.3 N.A
3DCCA 90.9 59.5
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distinct improvement and performs better than the classical dual-stream models and attentive
3DCNN-LSTM model [32] which leads a higher precomputation burden. References [4, 22]
can effectively extract the spatiotemporal features of human behavior in video, and achieve
high recognition rate in human behavior recognition. However, the important difference of
various features in local video region is not considered, which affects the recognition effect.
Yu et al. proposed the IP-LSTM model [33], which enhances the representation ability of
actions by enhancing feature propagation, and experiments show that the LSTM architecture is
more suitable for human action recognition in videos.However, for the action category with
fast action features, IDT features can not be well extracted to effectively describe the action. T-
VLAD [6] encoding approach lacks local temporal information due to which it did not perform
better than 3DCCA, in addition, UCF101 contain diverse action classes and end-to-end
training instead of formation of codebook is better Qing et al. proposed a two-stream
heterogeneous network based on the basic structure of the traditional two-stream network
[30], which is relatively simple, and the complexity of the algorithm needs to be optimized. In
a word, our 3DCCA performs the better among the models listed in Table 4.

5 Conclusion

In order to solve the problems of weak generalization ability and unprominent key features of
existing human behavior recognition methods in video, this paper constructs a 3DCCA model
of three-dimensional convolution neural network fusion channel attention for video human
behavior recognition research. The model mainly includes two parts: 1) extracting the spatio-
temporal features of human behavior in video using the original RGB video frame; 2) the key
features of the extracted spatiotemporal features are extracted, which can better represent the
information of human behavior in the video, so as to improve the accuracy rate of human
behavior recognition. The effectiveness of the proposed algorithm is verified on the standard
human behavior recognition data sets UCF101 and HMDB51.

In this paper, the standard human behavior recognition data sets UCF101 and HMDB51 are
used to train and verify the performance of 3DCCA model. In the future research work, we
will use the collected real scene data set for human behavior recognition, so that the model can
be effectively applied in the real environment. Besides, the traditional short-term video timing
information is used as the input of the model, that is, a continuous 16-frame clip is input each
time. In the next work, we must consider the video long-term timing information to further
improve the accuracy rate of behavior recognition. Finally, the combination of manual feature
construction algorithm and deep learning algorithm is also an effective way to improve the
model recognition rate.
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