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Abstract
Online Social Networks (OSN) such as Facebook, Instagram, Twitter, and others have seen
rapid growth in recent years. Such applications provide attractive online social networks
and communications with the opportunity to connect with relatives and acquaintances, meet
new people, enter communities, talk, exchange photos, organize events, and network with
others who are close to real-life; unfortunately, on the other hand, they also raise privacy
and security issues. We identified OSN threats in this paper and recommended a digital
face-processing authentication method as a double-factor authentication after entering the
password using Matlab. After applying deep learning classification by attending to a real
dataset from the live webcam to train the model, we achieved the best accuracy rate of
95%. However, such methods have yet to be deployed to all social networks, so we also
mentioned the problem of fake accounts, which is one of the most significant problems in
OSN. These are effective tools for executing spam campaigns and spreading malware and
phishing attacks. Fake accounts could lead to the loss of money for businesses, loss of repu-
tation, stealing information for malicious purposes, and much more. This study is related to
detecting fake and legitimate profiles on OSN. For this purpose, we chose two datasets that
contain fake and legitimate accounts on Facebook and Instagram. Each contains different
features after applying machine learning using Naive Bayes, Logistic Regression, Support
Vector Machines, K-Nearest Neighbour, Boosted Tree, Neural Networks, SVM Kernal, and
Logistec Regression Kernal. SVM achieved the highest classification accuracy for the Fake
Profiles detection datasets with 97.1%.
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1 Introduction

Social media usage is one of the most popular online activities [2]. The number of social
media users is increasing every day [23]. For instance, Facebook, WhatsApp, and TikTok
are now the preferred choices for many people, as their users spend a generous amount of
time on these applications [4, 28, 30]. In 2020, according to Statista.com, the number of
people using social media in the world was 3.6 billion, which is expected to increase in 2025.
Over 3.6 billion people were using social media worldwide, according to the global platform
Statista.com, a number expected to increase to almost 4.41 billion in 2025 [13, 28, 54].

The global social media usage rate was 49 percent in January 2020. Most of the global
growth of social media is driven by the growing use of mobile devices. East Asia’s mobile
market ranks first in the world’s mobile social penetration rankings, followed by established
digital powers such as America and Northern Europe [21]. The first social network regard-
ing the number of users and registered accounts is Facebook, with more than one billion
accounts, with 2.89 billion active users each month. Figure 1 represents the most popular
social networks worldwide until October 2021.

Users have become much more prone to sharing their ideas, feelings, and experiments
with friends and also with friends of friends through videos, pictures, photos, etc., and this
data is publicly available, so preserving privacy in publishing social network data becomes
a paramount concern, especially with the explosive growth of cyber security incidents on
social networks [3, 64]. These privacy concerns become more alarming when considering
the nature of OSNs, which share information that the user can access even without directly
accessing the individual’s online profile, where the attacker can collect data about the user
through the user’s friend [1, 45].

Recently, users and their details have been the primary target of many online attacks,
including identity theft, inference attacks, malware, click-jacking, phishing attacks, Sybil
attacks, reverse social engineering, and social bots. Attackers attempt to collect users’ per-
sonal information and gain their trust by adding them through fake spam accounts [52, 57].
By using this personal information, an attacker can send personal spam messages in an
attempt to redirect them to malicious websites [37].

The attackers attempt to cover their tracks by using fake profiles. The millions can count
the number of fake profiles in OSN. For example, Facebook estimates that around 5% of
the users could be fake or duplicate accounts [61]. Many researchers have been working on
securing data on social media platforms, such as in [5, 7, 25, 26, 51]. OSN operators have
offered multiple solutions to handle these threats, such as adding authentication processes to
ensure that the registered user is the real one. Also, machine learning classification gives us
knowledge about the security levels we need to maintain in social networking, as it proved
significant improvements in many human applications [9, 40, 47].

In this paper, we analyzed the online social networks (OSNs) threats and recommended
a digital face processing authentication method using MATLAB in the simulation process.
We applied advanced machine learning techniques to present a detection model of spam
and legitimate profiles in social networks using two datasets with different features to cover
up all possible features that could detect fake accounts rather than legitimate accounts
using MATLAB. Experiments are conducted, and the results are evaluated using standard
measures to prove the performance of the proposed method. The results showed that the
proposed method is efficient in dealing with threats. The main contributions of this paper
are given as follows.
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Fig. 1 Number of active users in millions

• The online social networks (OSNs) threats are analyzed using the digital face process-
ing authentication method.

• Advanced machine learning techniques are applied to present a detection model of spam
and legitimate profiles in social networks.

• Two datasets with different features are used to cover up all possible features that could
detect fake accounts rather than legitimate accounts.

• The results show that the proposed method is efficient in dealing with threats.

The remainder of the paper is organized as follows. In Section 2, we review the related work.
Next, Section 3 describes social network types, architecture, threats, and solutions. In Section 4,
we discussed our methodology. Finally, the conclusions are presented in Section 5.
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2 Literature review

Artificial intelligence has been employed with many human applications such as intelligent
transportation systems [27, 29], smart medicine [8, 16, 35], intelligent health [12], smart
agriculture [15, 31], renewable energy [11], as well as intelligent business applications [10,
14, 48] and many other applications including social media platforms [46]. The vast success
and widespread that online social networks (OSNs) are experiencing nowadays are widely
evident. Users use online social networks as a communication channel. OSNs are critical
applications because users and their resources are secure. They are attracting more malicious
attacks that, concerning traditional ones, have the advantage of being more effective by
leveraging the social network as a new medium for reaching victims.

Ilia et al. in [41] designed an access control mechanism that allows users to set their
preferred permissions based on their face. Their approach is designed for easy integration
with existing social networks. Al Hasib in [6] studied the most critical threats to social net-
work services and presented technical solutions to improve security and privacy. Ralph et al.
in [38] proposed a framework for de-identifying images that subsumes several previously
introduced approaches. Their experiments used images from the CMU Multin PIE database
and successfully de-identified using the nearest-neighbor classifier.

Newton et al. [49] presented a privacy-enabling k-Same algorithm that guarantees face
recognition software cannot identify de-identified faces, even though many facial details are
protected. Shai and Moshe presented an example of a face detection protocol that reveals
no information to either party. The authors suggested an approach that avoids the need to
de-identify images without the risk of revealing some information about the original image
[32]. Willy et al. in [60] described a login system utilizing Two Factor Authentication and
Zero-Knowledge Proof, which is used to maintain the confidentiality of the password, and
Two Factor Authentication is used to secure the login process on untrusted devices. They
tested their system, and initial results indicate that such a system can secure the login process
without leaking the user’s password. Cao et al. [42] implemented machine learning to detect
fake accounts in this paper. They used a LinkedIn dataset, including the registration IP
address and the registration date. Their model achieved an AUC of 0.95.

Michael et al. in [37] proposed a novel method to detect users who randomly connect to
others. The algorithm has been evaluated on several social networks and has proven effective
in detecting various types of malicious profiles. Ala et al. [17] In this work, they devel-
oped spam profile detection models based on a set of simple and publicly available Twitter
features. They used four machine learning algorithms to develop the detection models and
applied two feature selection methods. The best results in work obtained were using the
Naive Bayes and Decision Trees classifiers. Table 1 presents a comparison between some
researches that focus on security in the social network.

3 Social network

3.1 Types of social network

Online social networks are websites that allow users to connect with other internet users. It
can be classified based on the nature of the services provided by these sites to [62]:
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• Personal social networks: such as Facebook, where these networks enable users
to create accounts and connect with other users. However, this network exchanges
information and data with other individuals or applications.

• Status updates Social networks such as Twitter, where these networks allow users to
post short status updates and communicate efficiently and quickly with others

• Location Social Network: These networks provide a way to reach one’s position in real
time, as a notification to authorized contacts or public knowledge. Example: Loopt.

• Shared interest Network: where such networks are built to facilitate the exchange of inter-
ests, like LinkedIn, where they share educational backgrounds and work experiences.

• Content Sharing Network: These networks are organized to share platforms, such as
videos, songs, and pictures. Example: YouTube and Snapchat.

3.2 Architecture of OSNs

Online social networking sites serve individuals to communicate and build relationships
with other social networking users. To achieve this goal, OSN has to include tools that
facilitate users’ interactions on the network, like registration, adding contacts, receiving
notifications, and controlling the privacy of their accounts. The system of OSNs is formed
by three layers: the data storage layer, the content management layer, and the application
layer. Pallis et al. [53]

Fig. 2 Architecture of OSN
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The data storage layer consists of 1. a storage manager, who is in charge of storing
information and managing the rapid increase in database load through memory caching dis-
tribution. 2. A data storage component that stores social networking service information.
Management Layer: This layer facilitates the conjunction of social information from remote
OSN sites and the maintenance and recovery of the social content graph through the data
manager. The application layer consists of a service framework and an application man-
ager. Applications are usually delivered to the user by the application manager, facilitating
interaction with users through a set of Application Programming Interfaces (APIs). Figure 2
shows the Architecture of the typical OSN.

3.3 Attacks on social network

OSN is an interaction-based application that allows registered users to interact with their
friends and others in the network. These communications generate vast volumes of data
which are shared through social networks. Attackers always have a head start on social engi-
neering attacks compared to defenders. There are various types of threats [58], explained in
this section as shown in Fig. 3.

3.3.1 Advanced persistent threats

Advanced persistent threats are a type of threat in which an attacker filters the identity of
users and then uses their confidential information for malicious purposes [34]. The user who
uses OSN usually submits his unique email address and provides confidential information
like personal address, phone numbers, date of birth, information about his current location,
and where he works. The attackers guess the registered user’s password by analyzing the
users’ interests. Alternatively, maybe they will make a new account using the user’s personal
information that is available publicly. The attackers can employ different types of attacks,
such as:

• A spear-phishing attack: where attackers gather the personal information of a user avail-
able on the OSN and use this information for the attack on other users by behaving as
genuine users. The email sent by the attacker gains personal information about the user,

Fig. 3 Threats on OSN users
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just like passwords and credit card information, and it is professional enough to seem
like it is from the source [63].

• Fake profile attack: The attacker creates a new account on any social network that looks
exactly like the original user’s account and uses information already published about
the genuine user to collect information from another user [59].

• DDoS attack: A DDoS attack is an attack coming from many locations, making a flood
of requests, which overtakes users’ resources and prevents users from serving legitimate
customers [58].

• Online chat risk: While most OSNs allow users to communicate online through online
chat. Users share their personal information during the chat, so the hacker can access
their information and use these messages for malicious purposes [39].

• Illation attacks: This type of attack can be implemented by using network analysis, in
which the attacker tries to guess the information about the user that is not available in
the user’s profile using available data [45].

3.3.2 Classical threats

This threat steals the original user’s credentials and modifies the user’s content. Classical
threats can be classified into:

• Phishing attacks: Phishing is a type of social engineering attack often used to steal user
data, which is used to access important accounts and can result in identity theft and
financial loss. It occurs when an attacker, posing as a trusted, legitimate institution,
dupes a victim through communication channels. The user is then lured into clicking a
malicious link, which can cause the installation of malware, the freezing of the system
as part of a ransomware attack, and the revealing of sensitive information.

• Malware: Malware is a malicious program. Different types of malware are classified;
worms, viruses, trojans, backdoors, and ransomware. Recent research has shown the
benefits of using social network analysis to classify the malware family. However,
social networking functions such as degree distribution, degree centrality, average dis-
tance, clustering factor, and network density controlled by the graph structure of the
malware system can be used to detect malware [56].

• Ransomware is a type of attack that blocks users until they pay money to the attacker,
but there is no guarantee that the attacker will unblock them once they pay.

• Malicious URLs: The best way to disseminate exciting information in the OSN is
through a website URL. The OSN user transmits information to his colleagues using
website URLs. In an OSN, malicious URLs are spread through posts, comments, and
likes. They can shorten URLs using various methods and features like bit.ly. Short
URLs can hide original URLs and put suspicious websites behind short URLs. As a
result, it can spread spam and phishing threats across the web [20].

3.3.3 Social threats

A social threat is a type of threat that an attacker uses to provoke people using social net-
working sites. They usually target young users or teenagers, making this threat severe and
dangerous.

An attacker can gather their information through content-based access methods and then
misuse it at a later stage to perform dangerous social engineering attacks. Corporate espi-
onage can perform automated social engineering attacks with the help of OSN. Instead of

26360 Multimedia Tools and Applications (2023) 82:26353–26378



the classical social engineering approach, a social engineer uses OSN to collect personal
information such as the employee’s location and status, email ID, phone number, and more.
[58]

3.4 Privacy issues in social networking websites

According to the seriousness of the threats mentioned above and the real effects of the
attacks, the attention of social network operators and security companies has turned to deal
with these threats through several solutions discussed in this section.

3.4.1 A. authentication mechanisms

OSNs use authentication mechanisms. In order to ensure that users who register or log in to
social networks are real users and not attackers or stolen user accounts, OSN operators use
authentication mechanisms, such as multi-factor authentication [60]. For example, Twitter
recently launched its two-factor authentication mechanism [50], password and verification
code sent to the user’s mobile device. This mechanism can prevent malicious users from
logging in using the hijacked account. This paper suggested a face-detected authentication
method as a double factor authorization to enable authorized users to log in to their accounts
using OSN, as no such method has been applied on social networks. The experiment is
discussed in the next section in detail.

3.4.2 B. security and privacy settings

Privacy is a significant challenge in OSN, and several researchers have examined different
aspects of the privacy issue. For example, studies show that Facebook’s current privacy
settings only match user expectations by 37% which indicates that current settings are often
incorrect. It is a big concern because when the settings are incorrect, they almost always
tend to be more open than the user’s desired setting, exposing content to more users than
expected. Although when users changed their default privacy settings, the modified settings
only matched expectations 39% of the time, showing that even users who understood those
who are more aware of privacy also have difficulty managing and maintaining their privacy
settings correctly [44].

Some privacy methods that can be used on Facebook are that users can customize their
privacy settings and choose which other users on the network can view their details and
personal information. Some OSNs also support additional security configurations that allow
the user to enable secure browsing, receive login notifications, and implement additional
security features. The OSN, which still uses the default privacy settings, can be misused by
others to use their information for malicious purposes.

3.4.3 C. internal protection mechanism

Some OSNs protect their users by establishing additional internal protection mechanisms
to avoid such threats. For example, Facebook uses the immune system, which focuses on
rapid detection and response, cross-channel data sharing, and integrated functional feedback
loops. The Facebook immune system is a security infrastructure used by Facebook to detect
spam and other online fraud. FIS uses smart software to detect suspicious links and behav-
ioral patterns on social networking sites. A team of security experts oversees the software,
but it can also learn and act on its own information [61].
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3.4.4 D. report users

One of the solutions for security in social networks that protect users, especially teenagers,
is using the option of reporting abuse or policy violations by other users [36].

4 Methodology

Our methodology is categorized into the following phases: Datasets Collection, Training
Model Scoring, and Testing using machine learning classification techniques. Moreover, we
proposed a classifier to classify faces based on the dataset collected from the live camera.
The experimental phases are presented in detail in the following section.

4.1 Face processing digital authentication experiment

We need a dataset for training purposes for our deep learning project, so we thought using
real data would give us the best accuracy for our model, which is to authenticate faces as a
double factor authentication for social network security, as follows:

4.1.1 Collecting data

We used the webcam to capture one image each time for three faces and will take pictures
where faces are present using the “vision.CascadeObjectDetector” Viola-Jones algorithm.
We chose to train our model with 1207 total captures, categorized as the following: face1:
“457”, face2:“300”, face3:“450” for each face. The webcam will break the loop when it
reaches the maximum number captured. Then we copy and store the images for each face
sub folder in our main dataset folder “database” with a “.bmp” extension, the detected
images with a resizing of 227 x 227 as it is a requirement for AlexNet neural network
transfer learning for image training, and if the faces were not detected, it would not be
implemented. So we concluded with three face captures with a total of 1207 images in our
database folder; this was our collection data part as shown in Table 2.

4.1.2 Training model

We used the AlexNet neural network deep learning algorithm in our training because it
is a leading architecture for any object-detection task. It is a pre-trained model for 1000
images, but we will classify only three images in our model. We trained our model with

Table 2 Face processing dataset

Face No. Captures

Face1 457

Face2 300

Face3 450

Total 1207
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the stochastic gradient descent with momentum (SGDM) optimizer to classify our images
based on our real dataset.

4.1.3 Scoring and testing

After scoring our trained model on our dataset, we achieved an accuracy of 95.31% which
is accurate for deep learning classifying as we are not using a massive dataset as shown in
the Fig. 4. Then we test our model based on our trained dataset to detect and classify the
authorized face that has trained the model.

4.1.4 Suggested security approach

The data encryption method using the hash algorithm is suggested to achieve a higher level
of security on the dataset in our “database” folder by adding a hash function and encrypting
the whole dataset with the hash using the data owner’s public key. In this way, we can
achieve identification, authentication, and integrity of the data to ensure that the collected
data has not been altered and manipulated by the attacker over the internet.

4.2 Detection of fake profile in online social networks usingmachine learning

Fake accounts are the preferred method for attackers of online social networks to send spam,
commit fraud, or just abuse the system. A single attacker may create dozens to thousands
of fake accounts in order to raise their operation to reach the possible maximum number of
legitimate members [42]. Detecting and taking action on these fake accounts as quickly as
possible is essential to protect the actual legitimate members and preserve the trustworthi-
ness of the network. However, the fake account may appear legitimate on first inspection by
having a real-sounding name or a believable profile.

Our methodology is categorized into the following phases: Datasets Collection, Repro-
cessing, and Using machine learning classification techniques. We proposed a classifier to
classify accounts based on the dataset features as legitimate and fake accounts.

Fig. 4 Face processing results
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The first primary step is to have the required dataset; we have used two datasets that have
been taken from available resources publicly. The reason for using two datasets with differ-
ent features is to compare the result in different social networks and to identify how several
features will affect the model’s efficiency in detecting spam accounts. After collecting data,
we reprocessed the datasets by removing the duplicated rows removing missing values to
achieve the most accurate rate. After importing the processed dataset, we used two meth-
ods for training and validating the imported data splitting method into 70% train and 30%
testing data. The other model uses the K-Flods method. This technique involves randomly
dividing the dataset into k groups or approximately equal-sized folds. The first fold is kept
for testing, and the model will be trained on k-1 folds. This process is repeated K times, and
different folds are used for validation each time. The idea is that more training data makes
the classification model more professional and accurate. The second phase is the training
stage, as the classifier model, with the help of the selected Machine Learning algorithm, will
be trained to classify the imported data into spam or legitimate accounts. The final stage is
to validate the model’s accuracy after completing the first and the second stages and classify
the profiles into legitimate and spam accounts.

4.2.1 The usedmachine learning algorithms

To train and validate the accuracy of spam accounts detection [22, 24], eight supervised
classification techniques were chosen based on their each different mechanisms of learning
and handling with the dataset features as listed below:

1. Logistic Regression.
2. Naı̈ve Bayes.
3. Support Vector Machine.
4. K-Nearest Neighbour (fine).
5. Boosted Tree (Ensemble).
6. Neural Network.
7. SVM kernel.
8. Logistic Regression Kernel.

4.2.2 Datasets description

The chosen datasets have been obtained from the public website [43], with the full wing
details :

4.2.3 1. Facebook spam dataset

The first dataset, Facebook Spam Dataset, contains 500 legitimate and 100 spam profiles.
The dataset features are as follows Label (0-legit, 1-spam).
1-Number of friends.
2-Number of followings.
3-Number of Community.
4-The age of the user account (in days).
5-Total number of posts shared.
6-Total number of URLs shared.
7-Total number of photos/videos shared.
8-Fraction of the posts containing URLs.
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9-Fraction of the posts containing photos/videos.
10-Average number of comments per post.
11-Average number of likes per post.
12-Average number of tags in a post (Rate of tagging).
13-Average number of hashtags present in a post.

4.2.4 2.Instagram fake spammer genuine accounts

Instagram is one of the social media sites facing major problems with fakes and spam
accounts, which can be detected using machine learning. This dataset comprises 696
instances, 348 legitimate accounts, and 348 fake ones. The 12 features in the chosen dataset
were as follow:

1. profile pic.
2. nums/length username.
3. full name words.
4. nums/length full name.
5. name==username.
6. description length.
7. external URL.
8. private.
9. Numbers of posts.

10. Numbers of followers.
11. Numbers of follows.
12. label (fake =1, legitimate=0)

4.2.5 The experiments

4.2.6 Facebook’s experiment

The first experiment was on the Facebook Spam dataset. This dataset consists of 14 features.
We reprocessed it by deleting the duplicated rows and missing values before importing it to

Table 3 Accuracy results for facebook dataset

Algorithm Accuracy with (5 Folds) Accuracy With split dataset

Logistic Regression 95.7% 96.7%

Naı̈ve Bayes 96.3% 97.2%

Support Vector Machine 96.3% 97.8%

K-Nearest Neighbour (Fine) 93.0% 94.4%

Boosted Tree (Ensemble) 87% 83.3%

Neural Network 93% 94.4%

SVM kernel 96.3 % 96.1%

Logistic Regression Kernel 94.5% 94.9%
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Fig. 5 Facebook logistic regression

our model to achieve the best accuracy rate. We applied our model to MATLAB, using the
eight chosen ML algorithms, on a random sample of 500 legitimate and 100 spam accounts.
We get our accuracy results by applying the model with two different techniques. Firstly,
using K-fold (5). The second technique splits the dataset into 0.70 train and 0.30 test. The
K-fold is used to evaluate machine learning models on a limited data sample. This process
has a single parameter called k, usually equal to 1, 2, 5, or 10, and it refers to the number of
groups a given data sample is to be split. The results for the Facebook dataset are represented
in Table 3 :

As per the table above, it is clear that the results are not that different between the two
methods. We can obtain that the SVM and Naive Bayes achieved the highest accuracy with

Fig. 6 Facebook-naı̈ve bayes
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Fig. 7 Facebook-SVM

“96.3%” using the five folds CV method and with splitting with the average”97% and the
lowest for the boosted tree with “87%” using five-fold CV and “83.3%” using splitting.

The Area Under the Curve (AUC) figures for our experiment; which indicate how suc-
cessful a model is at separating positive and negative classes, are represented in Figs. 5, 6,
7, 8, 9, 10, 11 and 12 sequentially. The higher the AUC, the better the performance of the
model.

Fig. 8 Facebook-KNN
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Fig. 9 Facebook-boosted tree

4.2.7 Instagram’s experiment

The second experiment was on Instagram’s fake spammer open accounts dataset. This
dataset consists of 12 features. After applying our model through the Matlab App tool using
the eight chosen ML algorithms mentioned previously, we get our accuracy results by apply-
ing the model in two different techniques. Firstly, using K-fold (5). The second technique
splits the dataset into 0.70 train and 0.30 test. The results are represented in the Table 4:

Fig. 10 Facebook-neural network
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Fig. 11 Facebook-SVM kernel

As per the table above, it is clear that the results are not that different between the two
methods. We can obtain that the Boosted Tree (Ensemble) achieved the highest accuracy
with “94.7%”. The Area Under the Curve (AUC) figures for our experiment, which indi-
cate how successful a model is at separating positive and negative classes, are represented
sequentially in Figs. 13, 14, 15, 16, 17, 18, 19 and 20. The higher the AUC, the better the
performance of the model.

Fig. 12 Facebook-logistic regression kernel
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Table 4 Accuracy results for instagram dataset

Algorithm Accuracy with (5 Folds) Accuracy With split dataset

Logistic Regression 91.4% 93.8%

Naı̈ve Bayes 86.2 % 86.5%

SVM 89.4% 90.9%

KNN (fine) 87.4% 87.5%

Boosted Tree (Ensemble) 93.4% 94.7%

Neural Network 88.5% 88.9%

SVM kernel 80.6% 76.9%

Logistic Regression Kernel 80% 75.5%

Several researchers studied the impact of the number of instances on the performance
of the detection model, and the results show the accuracy improved when the size of the
sample increased. On the other hand, the time of detecting and computing increased as well
with the increase of the sample size, which is considered as weak in the detecting model.
In our experiment, although we have used a small dataset size, we have achieved a very
good accuracy where SVM achieved the highest classification accuracy for the Fake Profiles
detection datasets with 97.1 for future work, we will increase the sample size and study
the effect of instances number on the performance. The classification in machine learning
teaches us the security levels we need to maintain in social networking. In this research,

Fig. 13 Instagram- logistic regression
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Fig. 14 Instgram Naive Bayes

we have used two different datasets; one for Facebook and the other for Instagram. The
highest accuracy that we have is for SVM in the Facebook dataset with 97.8% and 93.8%
using LR in the Instagram dataset. Interestingly, we noticed that the results are not that
different between the two methods: simulating the dataset or using the K-flods we used.
Table 5 presents a compression for our work with other researchers using ML to detect fake
accounts on social networking accounts.

Fig. 15 Instagram- SVM
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Fig. 16 Instagram- KNN

As we can see from our experiments and others, ML shows high accuracy in detecting
fake accounts, although the experiments were applied on different social networks with dif-
ferent datasets and features. Although Instagram’s dataset was balanced with almost equal
legitimate and fake accounts, it gives less accuracy than Facebook’s dataset. It almost returns
to the features that were selected in each dataset.

Fig. 17 Instagram- boosted tree
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Fig. 18 Instagram- neural network

Fig. 19 Instagram- SVM kernel
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Fig. 20 Instagram- logistic regression kernel

Table 5 Researches used ML to detect fake account

Refrence Socail networking type ML algorithim Accuracy

Raturi [55] Facebook SVM 97%

Raturi [55] Inastegarm SVM 97%

Raturi [55] Twitter SVM 99%

Raturi [55] Youtube SVM 99%

Raturi [55] Whatsaap SVM 89%

Aydin et al. [33] Twitter LR 79.1%

Albayati and Altamimi [18] Facebook SVM 95.27%

Albayati and Altamimi [18] Facebook KNN 91.40%

Albayati and Altamimi [19] Facebook SVM 95.72%
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5 Conclusion and future work

In this article, we have presented the security and privacy issues on online social networks
and a few of the suggested solutions based on researchers’ studies. However, an ultimate
solution is required for developing effective, secure, and privacy-preserving OSNs. Privacy
is the most critical issue in OSNs since the unauthorized entry of users’ private information
can lead to disasters in all users’ life sectors. The current method requires more effective
security, especially with the increasing use of users. In order to be able to protect users’
data, we applied a face detector model using a real dataset consisting of three faces. With
a total of 1207 captures that have been taken from the live webcam, we used SGDM deep
learning algorithms to classify the trained, authorized faces. The accuracy rate we achieved
was 95.31%. Since no such method has been applied as a second-factor authentication, we
propose a detection model for fake spam accounts in OSN based on two chosen datasets
which consist of legitimate and fake accounts from Facebook and Instagram social net-
works. Using MATLAB, we applied ML algorithms after applying two techniques for the
training phase: splitting the data into 0.70 for training and the remaining 0.30 for validat-
ing, and using the k-fold technique; the result we obtained shows that machine learning can
investigate high accuracy in detecting fake accounts. For future work, we suggest increasing
the face recognition dataset to compare the results with our current sample, which achieved
high accuracy results.
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