
A novel audio watermarking algorithm robust
against recapturing attacks

Junjie He1 & Zhenghui Liu2,3,6 & Kejia Lin4 & Qing Qian5

Abstract
Digital watermarking is a promising technology used in copyright protection for digital
audio. However, in audio watermarking, it is still a challenge to achieve robustness
against recapturing attacks, although much effort has been made in recent years. In this
paper, a novel audio watermarking based on the frequency domain power spectrum
(FDPS) feature is proposed to resist recapturing attacks. We divide a long audio signal
into segments and split each segment into fragments. We embed synchronization codes in
some fragments by quantifying the feature generated by discrete wavelet transform
(DWT) approximate coefficients and copyright information in other fragments based on
the FDPS feature. For the incoming audio, we extract synchronization codes to locate the
watermarked fragments, further to extract copyright information. Experimental results
demonstrate that the proposed method performs well under recapturing attacks and the bit
error ratio (BER) value is decreased by more than 13% by comparing with the state-of-
the-art methods.
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1 Introduction

Digital watermarking is one of the assuring techniques to protect the copyright of digital
multimedia data, such as digital audio, digital image and digital video. The method is to embed
copyright information into a multimedia object. When necessary, copyright owners or autho-
rized one can extract the embedded information to prove the ownership of the multimedia data
in hand.

In recently, with the popularization of recording devices, recapturing has become a
common method for people to get audio content. On the one hand, recapturing attacks can
capture the meaning of watermarked audio. On the other hand, the attacks can cause devas-
tating damage to the embedded information. To this day, recapturing attack is still a challeng-
ing issue for audio watermarking [5, 10, 18].

Many audio watermarking methods have been proposed over the past twenty years. The
methods can be generally categorized into time domain [3, 4, 20] and transform domain
methods [8, 12, 15]. In general, the transform domain methods have better robustness than the
time domain methods. Therefore, transform domain methods are often used for copyright
protection. The common transform domain methods are based on the techniques such as
spread spectrum (SS) [11], patchwork [24].

Although many audio watermarking methods are robust to some attacks, it is difficult to
extract accurate watermark information from recaptured signals. It is indeed hard to design an
audio watermarking scheme robust against recapturing attacks. Figure 1 shows the rough
process of recapturing attack. First, digital watermarked audio is converted into an analog
signal by D/A conversion and played by the speaker. Second, the sound waves produced by
speakers travel through the air, which will be disturbed by environmental noise and other
disturbances. Third, recording equipment convert the received analog signal to digital signal
and the compress it to get the recaptured vision. In short, the recapturing attack can result in a
larger change in the time and frequency domains of the watermarked audio, which is a
destructive attack to the embedded watermark. So it is difficult to extract the correct watermark
bits from attacked signal.

In order to solve the above problems, we proposed the novel audio watermarking algorithm
robust against recapturing attacks. In this paper, we divide a long audio signal into segments
and split each segment into fragments. We embed synchronization codes in selected fragments
in the discrete wavelet transform (DWT) domain to reduce computational load occurring
in searching synchronization codes. We extract the feature frequency domain power
spectrum (FDPS) from other fragments and embed copyright information by quantifying
the FDPS feature. For the incoming audio, we cut the signal into many fragments and
search for synchronization codes, to find the fragments with copyright information. After
that we extract the copyright information. Experimental results show the superior

Watermarked audio

D/A convertion

(Speaker)

Environmental noise

Air channel

A/D convertion, Compression

(Recorder)

Recaptured audio

Fig. 1 The process of recapturing attack
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performance of our proposed method. The main contributions of our proposed method
are summarized as follows:

& The proposed FDPS feature and the embedding method are novel in audio watermarking.
Compared to the existing methods, the FDPS feature has stronger resistance against
recapturing attacks;

& The proposed novel synchronization codes embedding method can improve the robustness
under the premise of not reducing the search efficiency.

The rest of the paper is organized as follows. Section 2 discusses the existing methods and
their drawbacks. In Section 3, we present the fundamental theory of the scheme. In Section 4,
we propose our watermarking scheme, including synchronization codes and copyright infor-
mation embedding and extraction strategies. In Section 5, we discuss the results of the
performance evaluation of the proposed method and further comparisons with other recently
developed methods. Conclusions are given in Section 6.

2 Related work

In this section, popular audio watermarking methods are briefly discussed.

2.1 Patchwork based methods

In patchwork based methods, there are two groups, referred to as “patches”. The watermark
bits are embedded into the patches by modifying the feature extracted. Patchwork based
methods have shown higher robustness against attacks.

Yeo et al. proposed a modified patchwork algorithm by using the enhanced version of the
conventional patchwork algorithm [24], in which the transform domain used contains not only
discrete cosine transform (DCT), but also discrete fourier transform (DFT) and discrete
wavelet transform (DWT). In [7], based on the method called full index embedding, authors
presented a patchwork algorithm for audio watermarking, in which the watermark embedding
strength was psychoacoustically adapted. Regrettably, performance of the method relies on the
assumption that the chosen patches have the same statistical property. Kalantari et al. [6]
selected two patches having comparable statistical characteristics for watermark embedding
and presented a multiplicative patchwork watermarking method. The audio segment suitable
for watermark embedding must meet certain conditions, which limits the embedding capacity
of watermarking methods.

In order to improve the performance of patchwork based methods, Natgunanathan et al.
[16] proposed a robust audio watermarking method. Authors cut the host audio into segments
and divided each segment into tow sub-segments. They performed DCT on sub-segments and
partitioned the DCT coefficients into a number of frame pairs according to a specified
frequency region. Then, by a selection criterion, the suitable DCT frame pairs were selected
for embedding. By comparing with some existing patchwork watermarking methods, the
method did not require information of which frame pairs of the watermarked audio signal
enclose watermarks and improved the robustness to conventional attacks. While de-
synchronization attacks can disrupt the location of watermark and cause a considerable number
of false watermarks being extracted for the method. Xiang et al. [21] presented a patchwork
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based watermarking method to improve the robustness against de-synchronization attacks, in
which synchronization codes were embedded in the logarithmic DCT (LDCT) domain
of host audio. For the incoming signal being scaled, the method used the location
information of the synchronization codes to find the scaling factor and then re-scaled
the incoming signal to remove the scaling factor. The watermark was extracted from
the modified version of the incoming signal. Natgunanathan et al. [17] presented a
multilayer patchwork audio watermarking method, in which watermark was embedded
to host signal repeatedly in an overlaying manner. In this paper, the watermark
embedding algorithm was designed to ensure that the embedded watermarks in a certain
layer did not affect the detection of watermarks in other layers. With an embedding
error buffer, the method can withstand a wide range of common attacks. While, the
added multiple layers of watermark bits inevitably reduced the perceptual quality of the
method.

The most recent watermarking method was proposed in [25], in which the watermarking
strategy is by unitizing the patchwork technique. One major problem with this method is that
its performance against de-synchronization attacks is limited.

2.2 SS based methods

Watermark bit is embedded into a host audio via a spreading sequence (SS), the method of
which is called SS based watermarking method.

Malvar et al. proposed a improved spread spectrum (ISS) based audio watermarking
method [14], which achieved roughly the same noise robustness gain as quantization index
modulation but without the amplitude scale sensitivity of QIM. For improving the embedding
capacity, Xiang et al. proposed a new SS-based audio watermarking method [22], through a set
of mechanisms: embedding multiple watermark bits in one audio segment, reducing host
signal interference on watermark extraction, and adaptively adjusting PN sequence amplitude
in watermark embedding based on the property of audio segments.

Although, the SS based method is robust against some attacks, it is vulnerable to de-
synchronization attacks.

2.3 Other methods

In addition to the above methods shown in Sections 2.1 and 2.2, there are other methods
designed to verify the authenticity of audio content. Based on Bessel-Fourier moments, Liu
et al. [12] proposed a speech content authentication, which has the ability of tamper location
for maliciously attacks. In order to verify the authenticity of compressed audio recordings,
Korycki proposed an authentication scheme using for the detection of multiple compression
and encoder’s identification [9]. In [9], The compressed digital audio recordings are authen-
ticated by evaluation of statistical features extracted from MDCT coefficients and other
parameters obtained from compressed audio files, which are used for training selected machine
learning algorithms. Chen et al., based on compression technique and codebook-excited linear
prediction, proposed an authentication scheme for compressed speech signal [1]. Watermark
bits are generated by the features extracted during compression process based on codebook-
excite linear prediction and embedded based on lest significant bits (LSB). In the method,
signal processing is considered a hostile attack, for the watermarking Strategy based on LSB is
fragile.
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3 Fundamental theory

The approximate way of the proposed scheme is to segment a long audio signal into some
sections and then to embed one bit of synchronization code or copyright information into one
section. Based on the time-frequency localization capability of DWT, we embed synchroniza-
tion code into the approximate DWT coefficients of one section, to reduce computational load
occurring in searching synchronization codes. In the following, we brief introduce the DWT.

3.1 Discrete wavelet transform

Discrete wavelet transform can be viewed as the multiresolution decomposition of a sequence
[19]. It takes a length J sequence u (j), and generates an output sequence of length N. The
output is themultiresolution representation of u (j). It has J/2 values at the highest resolution, J/4
values at the next resolution, and so on.

The structure of the DWT is due to the dyadic nature of its time-scale grid, shown in Fig. 2,
in which ACq and DCq represent the approximate and detail coefficients from q-level DWT,
respectively. The length of ACq is J/2q, equal to DCq.

There are several advantages for applying DWT to audio watermarking. 1) DWT is known
to have the time-frequency localization capability. And this characteristic can be used to
improve computational efficiency greatly in searching synchronization codes. 2) Variable
decomposition levels are available. 3) DWT itself needs a lower computation load compared
with DCT and DFT [19].

3.2 The feature used for embedding

3.2.1 The feature definition

We denote the L length original audio as A = {a(l), 1 ≤ l ≤ L}, where a(l) denotes the l-th
sample. Then we perform DCT on the audio A and get the DCT coefficients, denoted
by D, D = {d(l), 1 ≤ l ≤ L}. The audio feature frequency domain power spectrum
(FDPS) can be defined by the Eq. (1).

F ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑L

l¼1log2 d lð Þj j2 þ λ
� �
L

vuut ð1Þ

where d(l) denotes the l-th DCT coefficient, λ > 0.In this paper, we set λ = 1.02.
In this paper, we propose the embedding method by quantifying the FDPS feature. Denote

QA as the L length watermarked audio,QA = {qa(l), 1 ≤ l ≤ L}, qa(l) denotes the l-th sample.
In the following, we give how to get the corresponding DCT coefficients from the quantified
FDPS feature. According to the need of embedding, we quantify the FDPS feature F of original
audio to QF. Based on the Eq. (2), we can get the quantified DCT coefficient qd(l), 1 ≤ l ≤ L.

qd lð Þ ¼ sign d lð Þð Þ⋅
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d lð Þ2 þ λ
� �QF=F

−λ

r
ð2Þ

where sign(·) is the symbolic function, F is the FDPS feature and d(l) is the l-th DCT coefficient of
original audio, QF is the quantified FDPS feature, and qd(l) is the l-th quantified DCT coefficient.
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After getting the quantified DCT coefficients qd(l), we perform inverse DCT on qd(l), and
can get the samples qa(l) of watermarked audio, 1 ≤ l ≤ L.

3.2.2 Robustness of the FDPS feature

In order to test the robustness of the FDPS feature, we experimentally give the features before
and after the recapture attack and signal processing. We select one audio randomly and
recapture the signal, shown in Figs. 3 and 4, respectively. And recapture the audio. Then we
cut the two audio into 50 frames, and calculate the FDPS feature of the frames. The features
are shown in Fig. 5.

It can be seen from the results shown in Fig. 5, if we take three frames as a group, the size
relationship of the three features is almost unchanged. Such as,① for the first three frames,
the feature of the 2nd frame is greater than the 1st frame and less than the 3rd frame; ② for
the 10th to 12th frames, the 11th frame has the largest feature. The size relationship of the
features remains unchanged before and after the attacks. Besides the signal shown in Fig. 3,
we select 100 audio signals (each signal has the duration of 30 seconds) and recapture the
signals by using different recording devices containing mobile phone (Apple iPhone 13
Pro, HUAWEI P50, SAMSUNG Galaxy S21) and voice recorder (SONY ICD-UX560F).
For each signal, we cut the original and recaptured one into 300 segments and calculate the
FDPS feature of each segment. Similarly, we take the three segments as one group and
count all the groups, for which the three features size relationship is almost unchanged

Fig. 2 The structure of the DWT

Fig. 3 The original audio selected

18604 Multimedia Tools and Applications (2023) 82:18599–18616



before and after recapturing attacks. For every recording device, we show the number of
groups in the Fig. 6.

From the results shown in Fig. 6, we can get the conclusion that the FDPS features of audio
signal have the characteristic that the feature size relationship between the selected segment
and the two adjacent segments remains almost unchanged after recapturing attacks. Based on
the analysis, we propose the watermark embedding method. In short, for embedding, we select
three consecutive frames and quantify the FDPS feature of one frame, making the quantified
features satisfying a certain relationship.

4 The Scheme

In practical applications, audio signals are often subject to de-synchronization attacks, such as
deletion attacks, etc.. In this paper, we embed synchronization codes and copyright informa-
tion. Synchronization codes are used for the resistance of de-synchronization attacks, and the
copyright information is used for copyright protection and traceability.

We denote the L length original audio as A = {a(l), 1 ≤ l ≤ L}, where a(l) is the l-th
sample. Then we cut the signal A into N length frames, and denote the i-th frame as Ai

= {ai(l), 1 ≤ i ≤ L/N, 1 ≤ l ≤ N}. We denote the binary bits that will be embedded
into the i-th frame Ai as Wi = {wm| wm ∈ {0, 1}, 1 ≤ m ≤ M}.Wi consists of two parts,
W1i and W2i. W1i = {wm| 1 ≤ m ≤ M1} is generated by the synchronization codes, and
W2i = {wm| M1 + 1 ≤ m ≤ M} is the whole watermark (generated by copyright
information) or a part of the watermark. Then Wi can be re-expressed asWi = [W1i, W2i].

Fig. 5 The feature of the 50 frames of original and recaptured audio

Fig. 4 The recaptured audio
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We cut the frame of original audio Ai into M segments, and denote the j-th segment as Ai, j,
Ai, j = {ai, j(l), 1 ≤ l ≤ N/M, 1 ≤ j ≤ M}. Then the watermark bitsWi can be embedded into
the the i-th Ai by using the following method.

4.1 Synchronization codes embedding

We embed synchronization codes (W1i = {wm|1 ≤ m ≤ M1}) into the first M1 segments of
Ai(Ai, 1, Ai, 2, …,Ai;M1 ). The process of synchronization codes embedding is shown in Fig. 7.

Step 1. We select the first segment of Ai and performD-level DWT on the signal Ai, 1. We get
the approximate coefficient denoted by Ci, 1.

Step 2. We divide Ci, 1 into 2 segments and denote the two segments as C1
i;1 ¼

ac1l 1≤ l≤N=2Mj� �
and C2

i;1 ¼ ac2l N=2M þ 1≤ l≤N=Mj� �
. Then we calculate

the sum of coefficients of first segment based on the Eq. (3).

Fig. 6 The number of groups for which the three features size relationship unchanged before and after
recapturing attacks

Fig. 7 The process of synchronization codes embedding
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SC1
i;1 ¼ ∑N=2M

l¼1 ac1l
�� �� ð3Þ

where ac1l represents the l-th approximate coefficient, 1 ≤ l ≤ N/2M. Similarly, we can get the

sum of coefficients of second segment SC2
i;1.

Step 3. If SC1
i;1 > SC2

i;1, w1 = 0, we quantify the coefficient C1
i;1 by using the Eq. (4). If

SC1
i;1 < SC2

i;1, w1 = 1, we quantify the coefficient C2
i;1 by using the Eq. (5), where

λ1 > 0 and it is the parameter.

qac1l ¼ λ1 �
SC2

i;1

SC1
i;1

� ac1l ; 1≤ l≤N=2M ð4Þ

qac2l ¼ λ1 �
SC1

i;1

SC2
i;1

� ac2l ;N=2M þ 1≤ l≤N=M ð5Þ

Step 4. Perform D-level inverse DWT on the quantified approximate coefficient and other
detail coefficients, we can embed the bit w1 into Ai, 1. Repeat the steps above, we can
get the synchronization codes embedded signal.

4.2 Copyright information embedding

We embed copyright information (W2i = {wm| M1 + 1 ≤ m ≤ M}) into the second M2

segments of Ai(Ai;M1þ1, Ai;M1þ2, …,Ai, M).

Step 1. We divide the segment Ai;M1þ1 into 3 sub-segments, A1
i;M1þ1, A

2
i;M1þ1, A

3
i;M1þ1. Based

on Eq. (1), we calculate the FDPS feature of these sub-segments, denoted by

FA1
i;M1þ1, FA

2
i;M1þ1, FA

3
i;M1þ1., respectively.

Step 2. By using the following method, we quantified the feature FA2
i;M1þ1 to QFA2

i;M 1þ1.

Here we denote S ¼ sign FA2
i;M1þ1−FA

1
i;M 1þ1

� �
�sign FA2

i;M1þ1−FA
3
i;M 1þ1

� �
, where

sign(·) is the symbolic function.

If wM1þ1 ¼ 0, we use Eq. (6) to quantify the feature FA2
i;M1þ1. While, if wM1þ1 ¼¼ 1, we use

Eq. (7) to quantify the feature FA2
i;M1þ1.

QFA2
i;M1þ1 ¼

min FA1
i;M1þ1; FA

3
i;M1þ1

� �
þ λ2 � jFA1

i;M1þ1−FA
3
i;M1þ1j; S ¼ 1

FA2
i;M1þ1; S ¼ −1

(
ð6Þ

QFA2
i;M1þ1 ¼

FA2
i;M1þ1; S ¼ 1

max FA1
i;M1þ1; FA

3
i;M1þ1

� �
þ λ3; S ¼ −1

(
ð7Þ

where QFA2
i;M1þ1 is the quantified feature, 0 < λ2 < 1, λ3 > 0. The approximate quantified

feature size relationship of the 3 sub-segments is shown in Figs. 8 and 9.
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Step 3. Based on the quantified feature QFA2
i;M1þ1 and the Eq. (2), we can get the

corresponding DCT coefficients. Then we perform inverse DCT on the coefficients
to get the embed the bit wM1þ1 into Ai;M1þ1. Repeat the steps, we can embed the
copyright information in host signal. The process of embedding is shown in Fig. 10.

Combining the two embedding methods, synchronization codes embedding and copyright
information embedding, we can get the watermarked audio. The detailed process is summa-
rized in Algorithm 1.

Algorithm 1: Copyright information embedding

Fig. 8 The approximate quantified feature size relationship of the 3 sub-segments for embedding of 0

Fig. 9 The approximate quantified feature size relationship of the 3 sub-segments for embedding of 1
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4.3 Watermark extraction

4.3.1 Search for synchronization codes

We first segment the incoming audio into many sections. Then we perform D-leve DWT on
the segment and extract binary bits from the approximate coefficients. Secondly we search for
synchronization codes in the extracted bits and repeat the procedure by shifting the selected
segment one sample at a time until a synchronization code is found. After determining the
location of the synchronization code, we can locate the segment with copyright information.
And then we extract the binary bits from the located segment as the extracted copyright
information. The detailed process is described as follows.

Let denote A
0 ¼ a

0
lð Þ�

1≤ l≤L0
A

�� g as the watermarked signal, containing L
0
A samples. We

search synchronization codes firstly to locate the signals watermark embedded. We select the
N ⋅ M1/M consecutive samples from the first sample (denoted by As

1). Then we extract binary
bits as follows.

Step 1. We cut As
1 into M1 segments, and denote the first segment as As

1;1.
Step 2. We perform D-level DWT on the segment As

1;1 and can get the approximate
coefficient denoted by Cs

1;1.

Step 3. We divide Cs
1;1 into 2 sub-segments and calculate the sum of coefficients of the 2

sub-segments, based on the Eq. (3), denoted by SCs1
1;1 and SCs2

1;1.

Step 4. If SCs1
1;1 < SCs2

1;1, we extract the first binary bit w
0
1 ¼ 0. And if SCs1

1;1≥SC
s2
1;1, we

extract the binary bit w
0
1 ¼ 1.

Step 5. Repeat above steps, we can extract the M1 length binary bits (w
0
1, w

0
2, ⋯, w

0
M1

) from
the M1 segments.

Fig. 10 The process of copyright information embedding
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In this paper, we suppose w1f ;w2;⋯;wM1g is the original synchronization codes, and

w
0
1;w

0
2;⋯;w

0
M 1

n o
is the extracted bits. If ∑M1

m¼1wm⊕w
0
m≤T (T is the predefined threshold

and set to 21 in this paper), the bits w
0
1;w

0
2;⋯;w

0
M1

n o
can be determined as the synchroni-

zation codes. Otherwise, we shift one sample and repeat the procedure until a synchronization
codes are found. With the position of a synchronization code determined, we can locate the
segment with copyright information and extract the hidden information bits from it.

4.3.2 The extraction of copyright information

With the position of a synchronization code determined, we extract the binary bits by using the
following method. Suppose WA′ as the located audio segment with copyright information.

Step 1. We cut WA′ into 3 sub-segments, WA
0
1, WA

0
2, WA

0
3. By using the Eq. (1), we

calculate the FDPS feature of the three segments, denoted by WF
0
1, WF

0
2, WF

0
2,

respectively.
Step 2. We denote cw as the bit extract from WA′, which can be obtained based on Eq. (8).

cw ¼ 0; SW ¼ −1
1; SW ¼ 1

�
ð8Þ

where SW ¼ sign WF
0
2−WF

0
1

	 
 �sign WF
0
2−WF

0
3

	 

.

Repeat the steps, we extract other binary bits from the located segments as the extracted
copyright information.

5 Experimental results

In this paper, we used MATLAB software to simulate and analyze the performance of the
proposed scheme. The test database includes 500 host audio signals, belonging to four
different genres, marching music, light music, pop music and human voice. The watermark
bits are generated by m-sequence (with a length of 44 binary bits) and copyright information
(with a length of 56 binary bits). The m-sequence as synchronization code is used to locate the
position of copyright information, in order to resist the cropping and shifting attacks. We
embedded the watermark bits into the host signals, and then recaptured the watermarked
signals with different recording devices, mobile phone (Apple iPhone 13 Pro) and voice
recorder (SONY ICD-UX560F). We also tested the signals recaptured by other devices (such
as HUAWEI P50, SAMSUNG Galaxy S21, and etc.), and the simulation results are similar.
The recording environment is all in a relatively quiet room. All of the signals and the
recaptured version are 16-bit quantified mono signals, with 44.1 kHz sample rate, and have
the duration of 10 seconds.

5.1 Embedding capacity

In this paper, we define embedding capacity as the number of watermark bits embedded in per
second. Denote V as the embedding capacity of the selected audio. We embedM length binary
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bits (m-sequence and copyright information) in the fragment, which has the duration of
4 seconds. So the embedding capacity of the scheme is M/4. According to the value of the
parameters in this paper, we can get the embedding capacity is about 25 bits/s.

5.2 Quality of watermarked signal

For a practically feasible watermarking method robust against recapturing attacks, in addition
to the relatively strong robustness, watermark embedding cannot degrade the auditory quality
of audio signals. That is to say the watermark embedded should be inaudible. In the following,
we test the inaudibility of our algorithm, using both objective and subjective methods. We use
signal-to-noise ratio (SNR) to measure the objective quality and subjective difference grade
(SDG) to evaluate the subjective quality of the watermarked signals. The SNR is defined in
Eq. (9), and the scores of SDG is listed in Table 1.

SNR ¼ 10lg
∑L

l¼1a lð Þ2
∑L

l¼1 a lð Þ−a0 lð Þð Þ2
 !

ð9Þ

where a(l) and d(l) are the l-th original and watermarked signal. The larger the SNR value is,
the better the watermark is imperceptible.

We show the SNR mean values in different quantization steps in Fig. 11. As the results
shown in Fig. 11, we can get the conclusion that the SNR values decrease with the increase of
quantization steps. It is true that the increase of quantization step size can reduce the
inaudibility of watermarked audio, but it can increase the robustness of the algorithm.
Therefore, many algorithms increased the robustness of the algorithm by increasing the
quantization step size. For the algorithm robust against de-synchronization and recapturing
attacks proposed in this paper, under the premise that the watermark is inaudible (SNR value

Table 1 Subjective difference grades

SDG Description of impairments Quality

0.0 Imperceptible Excellent
−1.0 Perceptible, but not annoying Good
−2.0 Slightly annoying Fair
−3.0 Annoying Poor
−4.0 Very annoying Bad

Fig. 11 The SNR values in different quantization steps
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great than 20) [13], we try to improve the robustness. Based on the principle that watermarking
method applied for copyright protection should be robust to attacks while maintaining high
perceptual quality, we set λ1 = 0.94, λ2 = 1.09, λ3 = 0.09to ensure high imperceptibility and
robustness. The following simulation results show that the quantization steps are suitable for
the proposed scheme with high imperceptibility and robustness against attacks.

In the following, we test the inaudibility of the proposed algorithm subjectively. Table 2
gives the SDG mean values for the different genres signals with the quantization step λ1 =
0.94, λ2 = 1.09, λ3 = 0.09, which are acquired by 18 people. All the SDG values in Table 2
are larger than −1, which demonstrates that the watermark embedded is inaudible.

5.3 Robustness

In this paper, we use the synchronization codes to locate the signal segment with copyright
information. So, for the incoming signals, we extract binary bits and searching for synchro-
nization codes from the bits extracted firstly. The accuracy of the location will directly affect
the extraction quality of copyright information. We use the Eq. (10) to calculate the probability
of correctly finding the synchronization codes from the incoming signals.

P ¼ N
0
s

Ns
ð10Þ

where N
0
s denotes the number of segments located correctly based on synchronization codes,

Ns denotes the total number of the segments with copyright information. The higher the
probability of correctly extracting the synchronization codes, the more accurate it is to locate
the audio segment containing copyright information, aiming to better extract copyright
information. On the basis of the correctly searching for the synchronization codes, we extract
the copyright information from the located segment, and evaluate the robustness by using
BER, defined as follows.

BER ¼ 1

M
∑
M

m¼1
wm ⊕ w

0
m; ð11Þ

where⊕ is the exclusive (XOR) operator, wm represents the original watermark, w
0
m represents

the extracted binary bit, and M is the number of watermarks embedded.

5.3.1 Robustness against de-synchronization attacks

We extract binary bits from the attacked signals to searching for synchronization codes. The
probability of correctly finding the synchronization codes P of our method is shown in Table 3.
Besides, we simulate the methods in [2, 5, 23, 25] under the same experimental environment
and list the results in Table 3 too. The embedding rates are 25 bits/s for all methods.

In Table 3, signal processing operations include low-pass filtering with cutoff frequencies of
8 kHz, MP3 compression (with compression bit rates of 64 and 128 kbps), AAC compression
(128 kbps). And the de-synchronization attacks contain jittering attack (1/10, 1/100 and 1/1000
mean that random removal of one sample out every 10, 100, and 1000 samples from the
watermarked signals, respectively), time-scaling and pitch-scaling attacks, with the four scaling
factors 80%, 90%, 110%, 120%. P = 100% means that all synchronization codes can be
correctly searched.
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Based on the results, it can be conclude that, most of the methods are robust against signal
processing operations. While for the de-synchronization attacks, some of the methods have
poor performance. For the method [2, 23], as to jittering attack (1/10), the P values are 93%
and 89%, lower than our method 100%. And for the method in [5, 23], as to time-scaling
attack with the four scaling factors 80%, the P values are 88% and 86%, less than our method
5% and 7%. For attacks, the P values are all lower than our method. It demonstrates that the
proposed method has better performance against de-synchronization attacks than the methods
in [2, 5, 23, 25].

5.3.2 Robustness against recapturing attacks

In the following, we perform comprehensive attacks on the watermarked audio. We play the
watermarked audio through the speaker and then recapture the sound waves propagating in the
air, to obtain the recaptured signal. Then we perform signal processing operations and de-
synchronization attacks on the recaptured signal. Firstly, we extract binary bits from the
attacked signal to search the synchronization codes and locate the segment with copyright
information. After that we extract binary bits from the located segment and calculate the
BER value. Following, under the same experimental environment, we also simulate the
methods [2, 5, 23, 25] and show the test results in Table 4.

Table 2 SDG values of different genres under the quantization step λ1 = 0.94,λ2 = 1.09, λ3 = 0.09

Different genres SDG

Marching music −0.764
Light music −0.876
Pop music −0.692
Human voice −0.658

Table 3 Comparison results of synchronization codes extracted correctly of our method and the methods in
[2, 5, 23, 25]

Attacks P(%)

[5] [25] [2] [23] Our

Low pass (8 kHz) 96 100 99 98 100
MP3 (64 kbps) 95 96 97 94 99
MP3 (128 kbps) 98 99 99 97 100
AAC (128 kbps) 91 97 96 92 98
Jittering 1/10 94 95 93 89 100

1/100 96 98 97 94 100
1/1000 100 100 100 98 100

Time-scaling 80% 88 90 89 86 93
90% 94 94 92 91 97
110% 95 93 93 94 98
120% 93 92 91 92 95

Pitch-scaling 80% 89 91 91 90 94
90% 92 94 93 91 94
110% 94 92 93 93 97
120% 90 91 92 91 95

The embedding rates are 25 bits/s for all methods
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The results shown in Table 4 are quite different from that in Table 3. It demonstrates that
the performance of the methods against recapturing attack varies significantly. Indeed, after
recapturing attacks, the performance of all methods degrades to some extent, but our method
degrades slightly.

As to recapturing attacks, the BER values of copyright information extraction of the
proposed method is 4, much lower than the methods [2, 5] (which are 24 and 26). For
comprehensive attacks (recapturing attacks, post-processed with common signal processing
operations and de-synchronization attacks), the BER values are lower than the methods [2, 5,
23, 25] for all the attacks. In particular for the pitch-scaling attacks (scaling factors 80%),
compared with the method [2], the BER value of proposed method is decreased by 24%. In
[2], the adaptive mean modulation is used for embedding and watermarks extraction is more
sensitive to the changes audio signal. The recapturing attacks can result in a larger change of
watermarked audio in the time and frequency domains, which is a devastating attack for
watermarked signal. So, it is difficult to extract correct watermark for the method in [2].

Based on the analysis above, we can get the conclusion the performance of this algorithm is
better than the state-of-the-art methods [2, 5, 23, 25].

6 Conclusion

In this paper, we proposed a novel robust audio watermarking method against recapturing
attack. We defined the FDPS feature of digital audio and analyzed the robustness of this
feature. Then we divided a long audio signal into segments and split each segment into
fragments. We embedded synchronization codes in some fragments and copyright information
in other fragments by quantifying the FDPS feature. For the incoming audio, we extract
synchronization codes to locate the watermarked fragments, further to extract copyright

Table 4 Comparison results of the BER values for comprehensive attacks of the proposed method and the
methods in [2, 5, 23, 25]

Attacks BER(%)

[5] [25] [2] [23] Our

Recapturing attack 24 21 26 17 4
Recapturing attacks and Low pass (8 kHz) 25 23 28 19 4

MP3 (64 kbps) 25 24 28 19 5
MP3 (128 kbps) 24 22 27 18 4
AAC (128 kbps) 27 23 29 21 6
Jittering 1/10 29 31 33 24 4

1/100 27 25 27 21 4
1/1000 25 22 27 18 4

Time-scaling 80% 31 29 33 28 14
90% 29 27 29 26 10
110% 29 28 30 23 8
120% 28 26 31 25 11

Pitch-scaling 80% 29 29 36 26 12
90% 28 27 33 24 9
110% 28 26 29 23 8
120% 27 27 34 25 9

The embedding rates are 25 bits/s for all methods
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information. Experimental results show that our method has better performance against
recapturing attack than the state-of-the-art methods.

In the future, we will try to extend the applications of the proposed FDPS feature. And we
will consider more noise environments and further improve the performance of the method.
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