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Abstract
Human emotion detection using facial expressions might be easy for humans, but computing
technology to accomplish the same task is more challenging. We can recognize emotions
from images using the latest computer vision andmachine learning (ML) advancements. This
research proposes a novel optimized face emotion learning method with binary whale
optimization (OFELBW). The OFELBW is implemented in three phases, the first phase
with a convolutional neural network (CNN) in which from the image the background noise is
removed in the initial phase, and the facial feature extraction is performed in the second phase.
Finally, the binary whale optimization algorithm is used for the feature selection to obtain the
most relevant feature subset. The proposed OFELBWmethod was examined with more than
750 K images using SFEW, CK+, JAFFE, and FERG datasets. We have compared our
proposed OFELBW model with other existing techniques to examine the accuracy of our
models with the above-mentioned datasets and received an accuracy of 98.35%with the CK+
dataset, 99.42% with the FERG dataset, 96.6% with the JAFFE dataset and 64.98% with the
SFEWwith 80% training, 10% testing, and 10% validation set. This technique will be useful
in various applications such as human social/physiological interaction systems, mental
disease diagnosis and military environment, etc.

Keywords Convolutionalneuralnetwork(CNN).HaarCascadeclassifier .Faceemotionlearning
. Deep learning (DL) .Machine learning (ML)

1 Introduction

Emotions accompany all interpersonal communication. Various forms of emotional expressions
may be observable to the naked eye, but some may not be visible to the naked eye. Therefore,
any indications before or after them can be detected and recognized with the right tools [24, 34].
Over the past few years, there has been increased interest in understanding a person’s emotions.
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Many fields, including human-computer interfaces, animation, medicine, and security, have
been interested in human emotion recognition [45, 50]. It has been proposed to use facial
expressions as a feature for emotion recognition for various reasons; As a result, they are
obvious, contain many useful features, and are easier to collect as a database of faces [2, 4].

An adequate facial expression recognition (FER) model can be obtained using deep learning
(DL) and especially CNN [30]. In the case of facial expressions, however, a great deal of the traces
comes from only some parts of the face, especially the eyes and mouth, whereas other parts are less
influential, such as the ears and hair. Therefore, it makes sense forML frameworks to focus only on
the primary parts of the face and not pay much attention to other parts of the face [20, 28, 35, 51].

Fast and reliable performance in the wild is one of the major challenges in FER [33].
Humans can express an enormous variety of emotions besides the six basic ones of anger, sad,
happy, disgusted, and surprised, which have received the most attention from researchers.
Variations in head posture, partial occlusion, lighting conditions, identifying subjects, and
distortions in the camera lens create major obstacles. Haar Cascade classifier is used to identify
people’s faces in images or videos. Then the convolutional neural network along with the
decision tree used for classification and with the binary whale optimization produces better
accuracy for predicting facial emotion in a fast and reliable manner [22].

The proposed work in this article involves novel approaches using the binary whale
optimization method for recognizing facial expressions and facial landmark (FL) detection
with the help of the dlib library. We proved that the convolutional neural network and the
decision tree used for classification and binary whale optimization produce better accuracy
than the existing approaches. The main contribution of the work is as follows:

& The primary objective of this work is to use a DL technique and a random forest algorithm.
For better accuracy, binary whale optimization techniques are used.

& By utilizing CNN, we propose the OFELBW approach, which will pinpoint the features of
a face with maximum accuracy.

& The proposed OFELBW method will visualize the critical regions in facial expression
classification.

The remaining portion of the article is structured as follows: Section 2 explains the various
works done in this area. Section 3 illuminates the various materials and methods used in this
work like the Haar cascade classifier, CNN, whale optimizations algorithm, etc. Section 4
explains the proposed work in detail. Section 5 presents the research results with detailed
discussions. Section 6 concludes the paper with possible future work.

2 Related work

The authors in [24] have shown DL alignments, which are vigorous face-calibration methods
that are based on CNNs. According to their research, a deep alignment network (DAN) does
face alignments mostly based on whole-face images as opposed to the face alignments
performed by recent face alignment techniques. Because of this, it is very accurate to
tremendous fluctuations in initializations and forehead poses. The use of heatmaps that have
landmarks and that transmit the locations of landmarks among phases of the DAN, allowed
them to use face images rather than locally available marks that are extracted around these
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landmarks. Two challenging tasks were conducted with extensive performance evaluation
resulting in a relative failure rate improvement of more than 70%.

Based on [34], the authors established an “Affective Computing” system that is aimed at
developing systems, devices, and mechanisms that are recognizable, interpretable, and that imitate
a person’s effects through various attributes such as how he/she looks, the depth and modulation of
his/her voice, and any biological signals he/she may possess. To shed light on emotional facial
expressions, they have described several network architecture-driven models: 1) A direct measure is
where the emotion gets picked up from a category related to emotions, such as FER datasets, which
contain six basic human emotions. 2) Based on a simultaneous scale of valence and arousal in
images, a numerical value is obtained from the extent of facial expression. In [50], the authors have
shown the facial expression recognition system, which is a real-world application and solves the
phases that occurred post changes aremade. The authors have generated several new tests over FER
datasets on these phases, and this model a new “Region Attention Network (RAN)” which itself
depicts the essence of the facial landmarks. They further showed the implementation of a “Region
Biased loss (RB-Loss)” function that is used to strengthen the high attention weight for regions that
are the most salient. Additionally, the authors evaluated their method for collecting their data and
conducted studies on FER-Plus and Affect-Net.

In [45], the authors have made their outlook on an effort-in-progress technique for facial
expression recognition which enables the system to get much from the facial landmarks. The
findings are figured on the JAFFE dataset, which suggested some signs of a place for development
and more precision. The authors have made their overview, saying that the proposed method has
strong potential to outperform the currently published methods. In [17], the authors propose a CNN
technique which is a 3-Dimensional for FER in frames of videos. This model develops 3D
Inception-ResNet layers followed by a unit called long short-term memory (LSTM) that simulta-
neously grasps the relations of space within images of faces and the temporal instances among
different frames of the video. Facial curve dots are also used as samples for their network design
which focus on the instances of facial landmarks rather than some noted facial patches that won’t be
beneficial and may not be able to generate facial expressions significantly.

In [2], there is research conducted by the author to categorize facial emotions over static
facial pictures with the aid of DL techniques. The achieved results were non-futuristic and
slightly better than other methods, including the characteristics engineering. Eventually, DL
systems will be able to remove this problem, given an ample amount of labeled tuples.
Characteristics engineering is not that essential, image pre-processing reduces the inconsis-
tencies of the classification. That’s why it increases the visibility and the quality of the input
image. Today facial emotion detection software includes the use of characteristics engineering
[37, 53, 57]. A finding that depends on the characteristic learning that does not seem near yet
because of the major restraint shows the absence of a wide-ranging dataset of reactions. With
the presence of a bigger dataset, systems with a larger ability that is used to learn structures
could be applied [7–9, 26]. Thus, emotion classification could be attained with the help of DL
approaches. With the help of the ML approach, authors in [11, 27] have tested the recognition
on a set of 39 different Hindi hollow character classes and where some characters are distorted
as well as multi-scaled and they have received good performance for the recognition of hollow
characters that have different rotations and scales.

In [4, 12–14], the authors have proposed an architecture where CNN is trained to classify
facial emotions/expressions. The authors have used Japanese Female Facial Expression
(JAFFE) datasets of facial emotion images for training CNN to achieve good accuracy during
the training phase. The concept of hybrid vehicles employing CNN has been used for detecting
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drowsiness or alertness of the drivers in real-time [48]. In [30], the author has proposed a
system of programmed facial expression recognition to detect and locate face landmarks in a
muddled scene, a set of facial movement extraction, and facial emotions classification [18, 23].
This model is developed using CNN, which is dependent based on a network design called
“Le-Net”, Kaggle facial expression (FER2013) dataset with seven facial expression class
labels which include happy, sad, surprise, disgust, fear, anger & neutral [21, 25, 47].

In [3, 31], the authors have developed a new design unit called the “Squeeze and Excitation
(SE)” block, which is designed to manipulate channels channel-wise so that channel-wise
features can be set. This paper has shown that chunks of patches can be loaded together to
form SE-Net architecture to generalize extremely effectively across different datasets.
“Squeeze and Excitation” Networks have included the basics of ILSRVC assortment submis-
sion. In [42–44, 46], the authors have provided a complete survey on a design that is deep
“Facial Expression Recognition” which includes databases and algorithms that feature a
selection of data acceptance and evolution designs for these sets of data. The authors have
reviewed some already constructed deep neural network (DNN) models and related training
modules designed for “Facial Expression Recognition 2013” based on sequential images,
which are static and dynamic as well [19, 46, 49]. In [39, 55, 56], another Image super-
resolution utilizing the Face Emotion Recognition approach has been presented.

Hence, in this work, we have used CNN with binary whale optimization using diverse
datasets and the Haar Cascade classifier to overcome the limitations of existing methods and to
find any facial emotion much faster in the given image or video. To remove irrelevant features
and select the most appropriate features from the entire feature set and visualize the important
region in the facial expression whale optimization approach is used. Thus, the proposed
OFELBW method recognizes the expression of humans in real-time more efficiently and
faster. Thus, the proposed OFELBWmethod recognizes the expression of humans in real-time
more efficiently with higher accuracy by using CNN, Binary Whale Optimization, and Haar
cascade classifier.

The limitation of the proposed system is the lack of identifying the expression of infants.
Emotions are expressed differently by infants and children than by adults. In their facial
expressions, they convey more than they can express verbally. Emotions are also not restrained
in children. Table 1 depicts the comparison of various existing techniques.

3 Materials and methods

The following subsections describe the related methods used in the proposed optimized face
emotion learning with the binary whale optimization (OFELBW) technique.

3.1 Haar Cascade classifier

It is a face detection approach used to identify people’s faces in images or videos. It works with
Haar features such as eyes, full body, upper and lower body, and frontal faces. It is calculated
by summing the pixel intensities over many image regions and then computing the difference
between these sums. The resulting feature map can be used to identify patterns in images by
down-sampling them. The algorithm is proposed by Paul Viola and Michael Jones [41]. An
ML technique is applied to this classifier for discovering items in additional photos using a
cascade operation. Face detection and facial expressions can also be detected in an image. A
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Table 1 Comparisons of the existing techniques

References Method Metrics Limitations

Kowalski
et al. [24]

DLN uses CNN for robust
face alignment

Two challenging tasks were
conducted with extensive
performance evaluation
resulting in a relative failure
rate improvement of more
than 70%.

Only the facial alignment
method is discussed based on
convolutional neural
networks. Human facial
expression reorganization is
not performed and compared.

Mollahosseini
et al. [34]

Facial emotion, reactivity,
and activation
computing in the wild
database called
AffectNet.

The attributes such as the
person’s appearance, the
modulation and depth of the
person’s voice, and biological
signals the person holds are
used for designing affective
computing.

The accuracy is predicted based
on only static images further
can be improved with video
sequences.

Wang et al.
[50]

Facial expression
recognition is based on
region attention
networks.

The authors have generated
several new tests over FER
datasets on these phases and
the model “RAN” depicts the
importance of the facial
landmarks.

The execution time is not a
linear number of regions.

Tautkute et al.
[45]

The model uses emotion
recognition with facial
landmarks

The authors have made their
outlook on an
effort-in-progress technique
for identifying facial emotion,
which enables the system to
get much from the facial
landmarks.

This work can be enhanced by
the attention mechanism on
facial landmarks.

Hasani et al.
[17]

Deep 3D technique used
for facial emotion
recognition

This model develops 3D
Inception-ResNet layers
followed by a unit called
LSTM that simultaneously
grasps the relations of space
within images of faces and
the temporal instances among
different frames of the video.

This work does not show
improvement in the MMI
database.

Spiers et al.
[2]

Facial emotion detection
using DL

The achieved results were
non-futuristic and slightly
better than other methods, in-
cluding the characteristics en-
gineering. Eventually, DL
systems will be able to re-
move this problem, given an
ample amount of labeled
tuples.

This work yields the lowest
classification accuracy
towards the series
combination of deep learning
architectures.

Sivo et al. [4] Facial Expression
Detection using
Different CNN
Architecture Hybrid
Vehicle Driving

The authors used the JAFFE
dataset of facial emotion
images for training CNN to
achieve good accuracy during
the training phase. The
concept of Hybrid Vehicle
Employing CNN has been
used for detecting drowsiness
or alertness of the drivers in
real time.

Trained the model only with the
JAFFE dataset. Using
diverse datasets helps to get
higher accuracy.

Lopes et al.
[30]

Convolutional networks
are used to recognize
facial expressions.

This model is developed using
CNN dependent on a network
design called “Le-Net”,

Could be implemented with
more CNN and filter layers
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positive and a negative picture are presented to the classifier at the end of the exercise. From
the picture, characteristics can be drawn out. The individual characteristic values are acquired
by subtracting the sum of pixels in white rectangles from the sum of pixels in black rectangles.
The program detects faces in different environments of different individuals. Haar pixel value
is calculated as follows using Eq. 1.

p v ¼ sum of d p value=nd pð Þ− sum of l p value=nl pð Þ ð1Þ
in which p_v denotes pixel value, d_p denotes the dark pixels, nd_p denotes the total number
of dark pixels, l_p denotes the light pixels and nl_p denotes the total number of light pixels.

3.2 Convolutional neural network (CNN)

CNN/Conv-Net is an algorithm of deep learning [28, 37]. An input image is fed for the
algorithm to assign learnable weights and biases and try to find the importance of various
characteristics in the picture. These networks help to differentiate each character from one
another. The important feature of CNN is that pre-processing needed in this is much lower than
in other algorithms (classification). The network neurons architecture in CNN is somewhat like
patterns that human brain cell has while connecting [21, 47]. The receptive field is the visual
field of the restricted region where single neurons respond to stimuli. The whole area (visual)
is covered with a collection of such fields which overlap. Figure 1 shows how an input image
of a facial emotion fed to the Conv-Nets goes through pooling layers [18, 40, 48]. An input
layer contains only one feature map, which is used to feed the normalized face image to a CNN
model. The C1 layer includes six feature maps, each of which is convoluted with a 5 × 5
random kernel. First, layer S1 calculates six feature maps from the output of layer C1. The
mean convolution kernel connects a feature map to its corresponding feature map in layer C1.
Therefore, a feature map and a feature map in the C1 layer will not overlap each other. In C2

Table 1 (continued)

References Method Metrics Limitations

Kaggle facial expression
(FER2013) dataset with seven
facial expression class labels,
including happy, sad, disgust,
disgust, fear, anger & neutral.

to get more accuracy with
different datasets.

Hu et al. [3] Squeeze-and-excitation
networks

This paper has shown that
chunks of patches can be
loaded together to form
SE-Net architecture to gener-
alize extremely effectively
across different datasets.
“ILSRVC classification sub-
missions are based on
“Squeeze and Excitation”
networks.

This model would have tested
with the variance of datasets
to prove its geniality.

Li et al. [46] Deep facial expression
recognition

A DLP – CNN called the deep
locality-preserving CNN
(DLP-CNN) model proposed
to improve the discriminative
deep features by protecting
the locality closeness.

It is tested with only two archive
datasets with static images;
further study can be
elaborated with more
datasets including dynamic
images.

19950 Multimedia Tools and Applications (2023) 82:19945–19968



and S2, the second pooling and convolutional layer, the same feature maps are used, followed
by the same calculations. In addition, the output layer is connected to the S2 layer with a fully
connected perceptron. The final product is a 40-dimensional vector representing the classifi-
cation of 40 individuals using sigmoid functions. In this module, Keras is used for pre-
processing, and TensorFlow is used to enhance the model using the DNN algorithm. It goes
through several iterations or epochs to train the model and test it. [1, 6, 15].

3.3 Whale optimization algorithm (WOA)

In WOA, a predation simulator is based on swarm intelligence optimization (SIO). The
algorithm emulates the bubble net foraging style of whales [36]. Whales use bubble nets to
catch their prey along spiral paths. Along the spiral path, they create bubble nets and move
upstream to catch prey. There are 3 stages in this approach: surrounding prey, hunting prey,
and attacking with bubble nets.

3.3.1 Surrounding prey

Although whales identify the position of their quarry first, they do not know where it is in
advance. The current optimal position must be used as the target prey for the others to move to
the optimal location. Mathematically, the enclosed stage may be expressed as follows:

X jþ 1ð Þ ¼ X * jð Þ−B:E ð2Þ
In which E = ∣ T. X∗(j) – X(j) ∣ , ‘j’ is the present iterations number, X*(j) is the prey location
vector (current optimal solution), X(j) is the prey location vector, and B.E is the size of the
surrounding steps.

B ¼ 2v: rand−v
T ¼ 2: rand

ð3Þ

With increasing iteration number, v diminishes linearly from 2 to 0, and rand denotes the
random number [0,1]. The final expression is as follows:

V ¼ 2−
2 j
Jmax

ð4Þ

In which the number of iterations is mentioned using the Jmax variable.

Fig. 1 CNN architecture
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3.3.2 Bubble net attack

During bubble net foraging, humpback whales move around their prey in a constricted encirclement
on a spiral path. Whale predator behavior is described by two methods in WOA: shrinking and
surrounding mechanisms, as well as spiral updates. In Eqs. (2) and (3), the convergence factor is
reduced. The whale’s position in a spiral will be updated by first measuring its distance from the
optimal position, and then simulating its capture. The mathematical Eq. 5 is as follows:

X jþ 1ð Þ ¼ E: ebl:cos 2πlð Þ þ X * jð Þ
E ¼ X * jð Þ−X jð Þ�� �� ð5Þ

One can choose l as the random number among (−1, 1). In the logarithmic spiral form, the
constant coefficient É is the distance between the j-th whale and its current optimal position.

3.3.3 Hunting prey

We can evolve the algorithm to replace the recent optimal solution randomly while searching
for a better prey to replace the current whale reference; we can also enhance the global
exploration capability by replacing the whale reference with a better prey. Mathematically,
the model denotes as below:

X jþ 1ð Þ ¼ X rand−B:E
E ¼ T :X rand−X jð Þj j ð6Þ

Randomly selecting the location of the whale is indicated by Xrand.

3.4 Binary whale optimization (BWO)

The classical WOA determines that whales move in a continuous search area to reconfigure
their positions, known as a continuous space. The only way to resolve the selection of features
is with {0,1} values. Solving feature selection problems requires converting continuous (free
position) solutions into their binary counterparts. The binary whale optimization algorithm
with the S-shaped (BWOA-S) variant of BWOA is used to search over the adaptive feature
space to select the best features. The features with a value of 1 are considered appropriate,
while those with a value of 0 are deemed inappropriate. Using this algorithm, the higher
accuracy with a smaller number of chosen features. Equation 7 denotes the fitness function F
utilized in BWOA-S to assess the single positions of the whale.

F ¼ αγZ Dð Þ þ β
jN−Zj
jN j ð7Þ

In which chosen feature subset length is denoted as Z, the complete number of features is
mentioned as N. γZ(D) is the condition attribute set R relative to decision D of classification
accuracy. 2 arguments which are symmetric to the subset length and its accuracy classification
denoted by α and β in which α indicates as α ∈ [0; 1] and β = 1 − α.

Further, Eq. 7 is converted to a minimization problem according to the classification error rate
and its features selected. The final acquiredminimization problem iswell-defined, as shown in Eq. 8.

F ¼ αEZ Dð Þ þ β
Z
N

ð8Þ

´
´
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Here, F is the fitness function and EZ(D) is the error rate of classification, Z is indicated as the
selected feature subset length, and the total number of features is mentioned as N.

3.5 Dataset description

The following are the related datasets that are used for detecting diverse facial expressions.
Table 2 depicts the characteristics of the datasets.

4 The proposed system

The architecture of the OFELBW system is depicted in Fig. 2. It consists of phases such as a
pre-trained model based on CNN, feature extraction, feature selection, Haar Cascade classifi-
cation, and performance evaluation. The input image captured through video was converted
into a greyscale image in the pre-processing phase. A transformation is done by transforming
one image (“I”) into another (“J”) using the transformation function Tr(). Here, a and b denote
the pixels in images I and J, respectively.

a ¼ Tr bð Þ ð9Þ
Tr() corresponds to a transformation of pixel values a and b. The results of this transfor-

mation are mapped to the greyscale range since we are only concerned with greyscale images
here. The normalization functions are applied to produce the normalization of the greyscale
input image. Further, the scale of the image is represented using the range of 0 to 255. The
linear normalization of the digital image is accomplished using the formula shown in Eq. 10.

IN ¼ I−Minð Þ newMax−newMin
Max−Min

þ newMin ð10Þ

where I is the grayscale input images, intensity values are (Min,Max) and new intensity values
are denoted as (newMin, newMax).

Testing data sets are used to evaluate our method, 75% of training datasets and 25% of
testing datasets are used to represent the accuracy. The following data sets CK+, JAFFE,
FERG, and SFEW are used in the simulations. The performance of the face emotion learning
of our proposed method is tested and compared with the various dataset discussed above.

In the pre-trained model based on the CNN phase, convolutional filters, and Max Pooling
layers process the greyscale images. It goes through several iterations. The minimum iteration
needed is 255 for CNN filtration and max pooling. In this module, Keras is used for pre-
processing and TensorFlow is used to enhance the model based on deep neural networks. The
model enters numerous iterations or epochs to be trained and tested in real time. In the
extracted features phase, we extract the features of the essential part of the faces. To recognize
a face, some parts of the face give more importance, such as the eyes and mouth. Other parts
are considered less important. So, we are giving more importance to the primary parts of the
face, such as the eyes and mouth. We give less importance to other parts of the face. The
position and shape of the eyes and mouth are collected as features for face recognition.

The feature extraction consists of four convolutional layers, two merging layers, and an
activation function that employs rectified linear units (ReLUs). Following these two layers are
two fully connected layers and a dropout layer. The spatial transformer consists of two
convolution layers and two completely coupled layers. Once the transformation parameters
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Table 2 Characteristics of datasets

exhibited 213 different facial expressions. There are seven facial expressions for every

subject, and the images were interpreted based on average semantic ratings for each facial

expression presented.

CK+ [24]

Description

The extended Cohn-Kanade dataset (CK+) contains an initial small dataset as well as a

laboratory-controlled benchmark dataset which represents the elementary emotions of

anger, contempt, happiness, disgust, fear, sadness, and surprise, as well as a neutral

expression. 123 different topics are represented in 593 video sequences.

FERG [32]

Description

The database shows stylized characters that were modeled in MAYA. In total, 55,767

images represent six different style character types. Images are grouped into seven

expression categories.

SFEW [47]

Description

Static facial expressions in the wild (SFEW) provides a dataset for detecting facial

expressions in the wild. By computing keyframes based on facial point clustering, static

frames were selected from the AFEW database. In EmotiW 2015, the SREco sub-

challenge benchmark was based on SFEW 2.0, which is the most frequently used version.

The training comprises 958 samples, Val (436 samples), and Test (372 samples), and

there are 7 expression categories – neutral, fear, anger, disgust, happy, sadness, and

surprise.

JAFFE
[50]

Description

The JAFFE dataset is a small dataset that contains less than 1000 samples. To address

the data scarcity problem in FER, image augmentation was applied in JAFFE, which

significantly improved the model accuracy. 10 diverse female Japanese subjects
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are regressed, the output is transformed into the sampling grid T( ). The sampling grid in the
spatial transformer module aims to focus on the most relevant portion of the image.

Selected features based on the whale optimizer phase; this feature selection phase involves
selecting the appropriate features from the entire feature set using a binary whale optimization
algorithm. As a result, WO is investigated for parameter selection, and the resultant classifier
WO-OFEL is studied for its efficiency and effectiveness against different datasets. An optimi-
zation algorithm based on nature-motivated metaheuristics, called theWO algorithm, is used to
fine-tune the parameters of the OFEL method. We successfully apply the WO-OFEL potential
model to the OFELmethod. It is intended that theWO-OFEL classifier will perform better than
other competent schemes. For optimization, WO mimics the spiral bubble-net feeding mech-
anism of humpback whales. A Boolean search domain is used during this phase. In this method,
features with a value of 1 are considered appropriate, while those with a value of 0 are deemed
inappropriate. This method generates random locations of N whales (WOAk, K = 1,2, 3..., I)
that provide solutions to the given problem as shown in Eq. 11. A random value (ε) is a small
positive value used in the following equation to convert each solution into a binary solution.

WOAK ¼ 1 if WOAK > ∈
0 if WOAk < ∈

�
ð11Þ

The facial expressions are detected in an image in the Haar Cascade classifier phase. A positive
and a negative picture are presented to the classifier. The picture characteristics are drawn out
at the end of the phase [5, 16]. In the learning model phase, a training data set is supplied to
learn face recognition features. The proposed algorithm is compared with the previous relevant
works in this field with different data sets in the final estimation phase [54].

5 Experimental results and discussions

We propose a method for visualizing the important region in facial expression classification.
Based on a previously trained model on the occluded images, we zero out a square of sizeM x

Fig. 2 The system architecture of the OFELBW method
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M in the top left corner of an image. The saliency region in the neutral emotion image, for
example, is vast enough to cover the entire face, which means that both regions are required to
determine the neutral emotion of the image. In the feelings of happiness and surprise, the areas
around the mouth become more important than other regions, as in the feelings of anger and
sadness, where the areas around the eyebrow and eye become more significant. The salient
regions for facial expression are shown in Fig. 3 where the proposed approach’s reaction is
compared with [29].

As shown in Fig. 4, the images are also captured in real time from the video captured by
OpenCV. The images are then converted into grayscale images 48 × 48. Using a Haar family
classifier, this module detects the faces of the users before it can create the grayscale images.
Initially, the face is detected in real-time through the webcam using the Haar Cascade classifier.
The captured face is then converted into grayscale in a 48 × 48 pixels frame. Later, the corner of
the mouth, the end of the eyebrow, and the ala of the nose as facial landmarks [52, 54]. For facial
marking, we used the dlib library in python. The library implements the face alignment with an
ensemble of regression trees algorithm [29, 52]. These FLs are located near facial components

Fig. 3 Salient regions for different facial expressions
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and contours, capturing deformations caused by head movement. To establish a feature vector,
facial landmarks can be compared. Finally, the model then predicts the expressions as presented
in Fig. 5. Themodel is saved in a JSON file and then it will be imported into the OpenCVmodule
to recognize the real-time images in the videos taken by the user.

Figure 5 presents the various facial expressions detected by the proposed system. The
number of images selected in various datasets for different expressions is depicted in Fig. 6.

The performance of the face emotion learning of our proposed method is tested and
compared with the dataset [5, 10, 29, 32]. To evaluate our method, we used 80% training,
10% validation, and 10% testing datasets to represent the accuracy. Each model is separately
trained in our experiments and chosen the architecture and hyper-parameters same for all the
models with 550 epochs with a varying batch sizes of 32 and 64. All the programs were
executed in a system with Intel Core i5 8th generation CPU and 8 GB RAM with 512 GB
HDD hard disk. The camera used here is of 5 megapixels (2592 × 1944) resolution and 25
frames per second. We have used the Gaussian distribution variable with zero mean and
standard deviation as one. Adam optimizer with a learning rate of 0.001 along with weight
decay used for optimization purposes. Our experiment uses data augmentation to populate the
dataset with more relevant data. The execution time for training the data sets was

(a) Face detection (b) Conversion into 

grayscale

(c) Facial landmark (d) Facial expression 

recognition

Fig. 4 Various phases involved in facial expression recognition (a) Face detection (b) Conversion into grayscale
(c) Facial landmark (d) Facial expression recognition

Fig. 5 Various facial expressions detected by the proposed system
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approximately 15.92 ms. The execution time change is considerable, as the execution time for
the additional feature extraction for all the datasets is 32. 6% higher than the execution time for
original features. The pixel size of the 48 * 48 image considered in our method takes 7.1 ms of
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Fig. 6 Number of images selected in various datasets
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execution time which is much lower than the existing method mentioned in the paper which
requires 14.5 ms [38].

The proposed algorithm is compared with the previous relevant works in this field on the
CK+ dataset for accuracy and loss rate as shown in Fig. 7a and 7b. We have used the whole
dataset of CK+, 80% used as the training, 10% for validation, and 10% as the testing set. As an
experimental result, we were able to get an accuracy of 98.35%., which is relatively higher
than the previous approaches.

The proposed OFELBW algorithm is compared with the previous relevant works in this
field on the FERG dataset for accuracy and loss rate are shown in Fig. 8a and 8b. We have
used the whole dataset of FERG, 80% used as the training, 10% for validation, and 10% as the
testing set. As an experimental result, we were able to get an accuracy of 99.42%, which is
relatively higher than the previous approaches.

The proposed algorithm, compared with the previous relevant works in this field on the
JAFFE dataset for accuracy and loss rate is shown in Fig. 9a and 9b. We have used the whole
dataset of JAFFE 80% used as training, 10% for validation, and 10% as a testing set. As an
experimental result, we were able to get an accuracy of 96.6%, which is higher than the
previous approaches.

The proposed algorithm is compared with the previous relevant works in this field on the
SFEW dataset for accuracy and loss rate are shown in Fig. 10. We have used from the whole
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dataset of SFEW, 80% used as the training, 10% for validation, and 10% as the testing set. As
an experimental result, we were able to get an accuracy of 64.98%, which is relatively higher
than the earlier approaches. The accuracy of proposed method is less with respect to SFEW
dataset because of more diverse features included in it. Since the SFEW dataset included
images with both high and very low resolutions and more diverse features, the accuracy was
significantly lower, despite the images being more representative of real-world conditions.
Different head poses, a wide range of ages, different face resolutions, occlusions, varying
focus, and almost real-world illumination were included, along with varying illumination
levels [10].

Even though the proposed method results are slightly higher than the existing work
mentioned in the article [32], we have obtained a higher accuracy rate concerning the SFEW
dataset which is not focused on the article [32]. Also, the execution time of the existing is
14.5 ms, but our proposed method is much lower than the existing method as it requires 7.1 ms
of execution time for the pixel size of 48 * 48 images considered in our method [38].
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6 Conclusion and future work

This research work deals with the face emotion learning model based on CNN and a binary
whale optimization algorithm to recognize facial expressions more accurately. It has various
applications, such as receiving feedback from customers at restaurants and other profitable
businesses. The extensive experimental analysis is presented in this article compared with
other existing models and obtained the best accuracy score in our model. The model is trained
and tested with 5 different database datasets globally used for human facial expression
recognition. This work can be further studied and researched to find more accurate models
using advanced deep learning techniques such as AlexNet, VGGNet, ResNet algorithms, and
some advanced image processing techniques. With people coming more into this research

a Accuracy rate on the SFEW dataset

44.00%
49.31% 48.30%

36.79%

64.98%

0.00%

10.00%

20.00%

30.00%

40.00%

50.00%

60.00%

70.00%

Sun et al.,
2017 [44]

Gogiic et al
[45]

Sun et al,
2018 [46]

Sanoar et
al.,[51]

Proposed
OFELBW

Ac
cu

ra
cy

 ra
te

Method

Accuracy Rate on SFEW dataset

b Loss rate on the SFEW dataset 

0

5

10

15

20

25

30

35

50 150 250 350 390 460 480 500 550

Loss

Epochs

Model loss for SFEW Dataset

Train

Test

Fig. 10 a Accuracy rate on the SFEW dataset b Loss rate on the SFEW dataset

19961Multimedia Tools and Applications (2023) 82:19945–19968



field, there are chances that a fully automated facial expression recognition system can be
brought to the markets with 100% of accuracy. It can also feed into any microcontroller to
make it a live project or an internet of things project.
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