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Abstract

Although paper shredding is widely used to prevent confidential papers from being misused,
still it cannot be considered a convenient process. The size of paper shreds became smaller
and smaller, as new methods of shredded paper reassembly and reconstruction are evolving.
This paper focuses on clustering, which is a possible phase in the assembly process. This
work considers real strip-cut shreds, in addition to images shredded by a simulator in one
direction to make strip-cut shreds of different sizes, from wide to narrow shreds, and images
shredded in two directions, possibly reflecting cross-cut and micro-cut shreds. K-means is
used to cluster shreds, the features tested are gray-level ranges, and the well-known gray-
level co-occurrence matrix, invariant moments, segmentation-based fractal texture analysis
algorithm, and color moments. The number of shreds grouped in the same cluster with
originally adjacent neighbors is used to indicate clustering effectiveness, in addition to the
overall accuracy of strip-cut shreds clustering. When the number of clusters is 5, and the k-
means experiments run 100 times for 38 images, the overall accuracy of gray-level ranges
in simulated strip-cut shreds is 84.87, 89.27, and 93.5 percent in the three different sizes
tested, also in cross-cut and micro-cut shreds, gray-level ranges achieve a relatively high
number of shreds with 3 and 4 originally adjacent neighbors found in the same cluster.

Keywords Clustering - Shredded paper reconstruction - Strip-cut shreds -
Cross-cut shreds - Micro-cut shreds - GLCM - Invariant moment - SFTA algorithm -
Color moments - K-means

1 Introduction

Almost all types of businesses, small, medium, or large use paper shredders. Many homes
own paper shredders as well. Paper shredders are mechanical machines used to cut papers
into strips or smaller particles. The main purpose of using shredders is to protect information
from unauthorized access. Access to information is significantly harder when the paper
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is shredded into small pieces, and it is usually considered impractical to reconstruct the
document.

Securely damaging confidential documents is not easy, paper shredders are known of
being noisy, require frequent cleaning, and do not shred big bulks of paper at the same time,
they might require time to cool down, and the more secure the machine, the more expensive
it is.

As in the case of any product, the choice of which paper shredder to buy depends on the
user’s requirements. Focusing on the main purpose of shredding machines, which is keeping
documents secure and confidential, and if we assume that the user requires the highest level
of security and the budget allows, then the choice will be the machine that produces the
smallest size of paper particles or shreds.

Many shredders are available at the market and can be classified into strip-cut, cross-
cut and micro-cut shredders. Shredders can also differ in the number of papers the machine
is capable of shredding at a time and the capability to shred other media such as CDs,
DVDs, and credit cards. The main difference between cross-cut shredders and micro-cut
shredders is the size of the shreds that results from the shredding process. This feature is
quite important as the size of the shred determines the machine’s level of security, which is
the main purpose of buying it.

Some standards specify the levels of security and sizes of shredded paper particles. DIN
66399 (Deutsches Institut fiir Normung), NSA/CSS Specification 02-01 for High-Security
Crosscut Paper Shredders, and ISO/IEC 21964 Information technology — Destruction of
data carriers are a few examples. The classification into strip-cut, cross-cut and micro-cut
gives a broad range of possibilities, so it is important to investigate the actual size of strips or
paper particles produced by the machine to be able to map the product to a certain security
level. Reassembling or reconstructing shredded paper is supposed to be a hard problem
for humans and machines for shredders to be effective. Nonetheless, the main reason for
manufacturing machines that cut smaller and smaller particles is the fear of the possibility
of reassembling the documents.

This research tests clustering paper shreds, which is a possible phase in assembling
shredded papers. As in the case of solving a puzzle, the ability to arrange the pieces of the
puzzle into meaningful groups lowers the number of possibilities and makes finding the
right position of any piece an easier task. The effectiveness of grouping depends on the
actual number of originally adjacent neighbors found in the same group and the possibility
to find more groups within the group.

In this paper, clustering is applied in multiple experiments, where different shred sizes
are considered. Shredded paper in one direction, vertical or horizontal, also called strip-cut
shreds can be wide or narrow. This paper reports the results of using gray-level ranges, Gray-
Level Co-occurrence Matrix (GLCM), Hu moments, Segmentation-based Fractal Texture
Analysis algorithm (SFTA), and color moments as feature vectors to cluster shreds of differ-
ent sizes. The use of k-means clustering over each feature vector separately shows that the
effectiveness of grouping the shreds into clusters differs between wide and narrow shreds.
In all cases, the use of gray-level ranges to group shreds achieved the best overall accuracy.

Shredded paper in vertical and horizontal directions may have different sizes as well; the
shreds can be relatively big or quite small. The experimental results give the average number
of shreds with one, two, three, four, or no originally adjacent shreds in the same cluster.
As with the shredded paper in one direction, the features used in clustering are gray-level
ranges, GLCM, HU moments, SFTA algorithm, and color moments. Finally, the gray-level
ranges are used to cluster instances from a real data set of strip-cut shredded papers.
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This paper is organized as follows: Section 2 gives a brief literature review. Section 3
describes the methods deployed in this research for extracting features. Sections 4 and 5
provides details on clustering and the evaluation of the clustering effectiveness. Section 6
summarizes the data set, results and discussion. Section 7 gives a descriptive comparison of
available literature. Finally, Section 8 concludes the work done and provides direction for
future research.

2 Literature review

The literature on reconstructing or assembling paper shreds can be organized based on
the following factors: damage type, shred size, document type, document content, degree
of human involvement in assembling shreds, the existence of missing pieces, number of
papers considered, the use of real shredded papers vs. simulation, pre or post-processing
requirement, and protocol, method, or algorithm used.

The number of shreds and the size of each shred are the main determinants of the time
required for reconstruction. According to [27], there are 3 main categories, namely, strip-
cut, cross-cut and others (hand shredded or torn). In this section, the literature on shredded
paper reconstruction is divided into strip-cut, cross-cut, and hand torn. Then the literature
on clustering and the use of clustering in reconstruction is given.

Some of the techniques used in reconstructing strip-cut shreds are linear scoring [28],
image-based techniques [18, 19], MPEG-7 standard descriptors [35], Hungarians algorithm
[1], compatibility functions [23-26], and word-path metric and greedy composition optimal
matching solver [17].

Some techniques of the strip-cut reconstruction are applied to different types of content
such as handwritten documents [33] and documents written in certain languages [38, 39].

Cross-cut shreds reconstruction is considered more challenging than the reconstruction
of strip-cut shreds, some strategies deployed are: semi-automatic assembly where feature
extraction and matching are done before a human user continues the reconstruction [9] dual
combination and divide-and-conquer strategies [6], constrained seed K-means algorithm
and ant colony algorithm [7], visual analytic approach [4], lineation algorithm and k-means
[5], memetic algorithm [31, 36], similarities of stroke and typesetting features [37, 41], and
information quantity [42].

Additionally, the reconstruction of hand-torn pages was studied and different approaches
were used such as feature matching [16], contour maps [3], and reconstruction using a
matching graph and a spanning tree [20].

The focus of this study is the grouping of paper shreds as a step in the reconstruction
process of shredded papers. Clustering was studied alone in clustering strip-cut Chinese
homologous pieces [40] and strip-cut shredded documents clustering followed by human
reconstruction [34].

The use of clustering in reconstructing shredded papers was also studied in the literature
before, for example, clustering as preprocessing [2], row clustering [11], and the use of
clustering as a part of the reconstruction process itself [32].

Classifying and reconstructing damaged or shredded papers in the literature focus on
hand-torn, strip-cut, or cross-cut shreds. To my knowledge there are no published papers on
reconstructing micro-cut shreds, this may be because it is unexpected to see recognizable
objects in the shreds, it is very challenging for humans to reconstruct the papers and the
amount of time and effort required to collect and scan the shreds is huge using the current
technology.
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Theoretically, the sizes of the shreds used in the shredding simulation tested may reflect
the three classes of shredders, strip-cut, cross-cut, and micro-cut. The features used to
describe the shreds are the image gray levels arranged in ranges, invariant moments, GLCM,
SFTA, and color moments. After representing each shred by a vector, k-means analysis is
used to cluster the shreds in groups.

3 Features extraction

To cluster the shreds, it is required to decide which parameters identify and describe a paper
shred and which method is used for clustering. Each shredded paper particle is represented
in a vector or an array of parameters. The features used are the gray-level ranges, GLCM,
invariant moments, SFTA, and color moments. Every set of parameters describes certain
aspects of the shred. Then the feature vectors become the input of the k-means clustering
approach.

3.1 Gray-level co-occurrence matrix (GLCM)

GLCM or Haralick descriptors [12] are used in many fields and found effective in dif-
ferent applications, for example, GLCM was proposed as an effective method to extract
and analyze information regarding human skin texture, which can potentially be applied in
evaluating effects of medical and cosmetic treatments [22].

In this subsection, the following definitions are used: Let G be a matrix whose element
gij is found by calculating how often a pixel with the intensity (gray-level) value i occurs in
a specific spatial relationship to a pixel with the intensity value j. Note that intensity values i
and j are greater than or equal to 1 and less than or equal to the number of possible intensity
levels. G is the co-occurrence matrix. Also, let the probability p;; be the ij-th element of
G/ng, where ng is equal to the sum of the elements of G, and let k be the row (or column)
dimension of the square matrix G. A normalized G is formed by dividing each of its terms
by ng [10].

Three statistical properties derived from the co-occurrence matrix are used to describe
the shredded paper particle, the first one is the contrast, also known as the variance or inertia.
The contrast is given in (1). It returns a measure of the intensity contrast between a pixel
and its neighbor over the whole image.

k k
contrast = Z Z(i - j)zpij (D)
i=1 j=1
where the contrast cannot be a negative number and ranges from O to (size(G, 1) — 12,
note that the contrast is equal to zero for a constant image.

The second property used is energy, also known as uniformity, which returns the sum of
squared elements in (G). The energy is given by (2).

k k
energy = Z Z p,~2j 2

i=1 j=1

The output range is [0 1], where the energy is 1 for a constant image.
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The third and final property used is homogeneity, which returns a value that measures
the closeness of the distribution of elements in (G) to the diagonal of (G). The homogeneity
equation is as follows:

k Kk
. Dij

homogeneity ;; 51— 3)
The output range is [0 1], where homogeneity is 1 for a diagonal (G). GLCM is consid-
ered expensive to compute, the work in [13] and [21] proposed faster and more efficient
implementations of GLCM. If n x m corresponds to the dimensions of the image, then the
calculation of the co-occurrence matrix requires reading the n x m gray-level values. In our
application the shred sizes are small, for each problem, the number of pixels processed is

the same as the whole original image, and only 3 features are used.

3.2 Invariant moments

A set of 2-D moment invariants that are insensitive to translation, scale change, mirroring
(to within a minus sign), and rotation could be flexible enough to learn almost any set of
patterns. In this subsection, we limit the equations to the first two moment invariants as
they are the only ones used in the experiments. The following description and equations of
the moments come from [10]. Further discussions on the invariant moments’ concepts and
derivations could be found in [15].

The 2-D moment of order (p+q) of a digital image f(x,y) of size m x n is defined as:

M—1N-1
mpg =y > xPylf(x,y) )
x=0 y=0
wherep=0,1,2,...andq=0,1,2,... are integers. The corresponding central moment
of order (p + q) is defined as:
M—1N—-1
Hpg= Y Y x=D( =N fx) (5)
x=0 y=0
where m m
¥="9 4nd y= - (6)
moo moo

The central moment of order (p + q) after normalization, denoted 7, is defined as:

Hpq

Npg = —— @)
100
where n
y="2 41 ®
forp+q=2,3,....The first two moment invariants are:
é1 =m0 + N0z ©
and
$2 = (0 — no2)* + 40y (10)

The time required for calculating moments increases with the moment order [14]. We
use the first two moments. The time required for each shred is based on the dimension of
the shred.
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3.3 Gray-level ranges

This parameter reflects the number of occurrences of each gray-level range in the shredded
paper particle. This set of parameters requires 16 numbers. Each number refers to 16 gray
levels or a range of gray levels, where the 256 gray levels are divided into 16 ranges as
shown in Table 1.

The first number in the vector is the probability of gray levels in the range [1-16], the
second parameter represents the range [17-32], and the last parameter, or the 16th parameter
represents the range [241-256]. The time required to calculate the gray-level ranges for each
shred is based on the dimensions of the shred.

3.4 Segmentation-based fractal texture analysis (SFTA)

SFTA is an algorithm used to describe segmented texture patterns given by [8]. The method
computes the fractal dimensions of regions border from a set of binary images extracted
from the original grayscale image. The algorithm receives a grayscale image and the number
of thresholds as input and produces a feature vector as output.

At first, the algorithm deals with converting the input image to corresponding binary
images, the algorithm utilizes the multi-level Otsu algorithm given in [29] to compute the
set of thresholds. The region boundaries are calculated from binary images pixel by pixel,
where a given pixel is considered a boundary pixel when it is white and any of its eight
neighbors is black. The resulting feature vector is a concatenation of the binary images’
size, mean gray level, and boundaries’ fractal dimension.

3.5 Color moments

Color moments are used to describe color distribution over an image. Moments can be
computed for all color models, and they cover mean, standard deviation, skewness, and

Table 1 Ranges of Gray-Level

Values Parameters/ Gray-level Range Beginning Range End
1 1 16
2 17 32
3 33 48
4 49 64
5 65 80
6 81 96
7 97 112
8 113 128
9 129 144
10 145 160
11 161 176
12 177 192
13 193 208
14 209 224
15 225 240
16 241 256
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kurtosis, in addition to higher-order color moments. In the experiments, the input image is
an RGB image, where the three channels are processed separately to compute the mean and
the standard deviation and the results are combined in a feature vector. The moments are
rotation invariant and will result in the same feature vector even when shreds are not in the
right orientation. The time required for each shred is based on the dimensions of the shred.

4 Clustering

k-means clustering, an unsupervised method of clustering, was used. The k-means function
used divides the n-by-p data matrix containing the feature vectors of all paper particles
or shreds (n), into k clusters, and returns an n-by-1 vector containing cluster indices of
each shredded paper particle. Where p is the feature vector, while n is the total number
of particles. The function depends on the squared Euclidean distance metric and the k-
means++ algorithm for cluster center initialization.

5 Clustering evaluation

The assessment of the real shredded paper assembly is not straightforward for documents
shredded in two directions. The work in [30] studied cross-cut real shredded papers data set.
The work proposes the use of precision, recall, and the number of edit operations necessary
to convert the assessed assembly to a perfect one.

This paper uses two evaluation methods, both of which depend on the fact that the
information regarding the position of each shred in the original media before shredding is
available and it is possible to check which shreds are in the same cluster as their originally
adjacent neighbors.

The first evaluation method is used in all experiments, the clustering is evaluated by the
number of shreds found in a cluster with one, two, three, four, or no originally adjacent
shreds. The second evaluation method is used in the clustering of strip-cut shredded papers,
where the shredding is done in one direction (vertical or horizontal). The experiments of
strip-cut shredding are done using a computer-based simulation and real shredded paper.

Calculating the overall accuracy of the clustering requires the number of originally adja-
cent neighbors found in the same cluster (d). If the edges are counted twice the number is
divided by 2. The accuracy also requires the possible number of adjacent neighbors to be
found in the same cluster as this is determined by the fact that originally not all shreds do
have adjacent neighbors (those on the borders and the corners of the original paper) and the
clustering itself lowers the possible number of adjacent neighbors found in the same cluster.

To find the number of possible adjacent neighbors (m), we can assume two neighbors
for each shred in strip-cut shredding (2 x n), where n is the number of shreds, afterwards,
the outer borders of the first and the last shred are subtracted (2 x n) — 2, and finally, the
result is divided by 2, so that the same border is not counted twice. This is equivalent to the
number of shreds minus one (n-1).

Still grouping the shreds into clusters will lower the possible maximum number of adja-
cent neighbors. So (c-1) will be subtracted from the maximum, where ¢ is the number of
clusters. So, the number of possible adjacent neighbors is given by:

m=mn-1—(c-1) an
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The accuracy is a percentage of shreds that are adjacent in the original paper and found
in the same cluster to the maximum possible number of correct clustering.

d
accuracy = — x 100 (12)
m

6 Results and discussion

The experiments can be divided based on the number of directions shredding is made, so
shredding in one direction is given in Section 6.2 and results when the images are shredded
in two directions is given in Section 6.3. The data sets used in the experiments are presented
in Section 6.1.

In all experiments, Matlab R2016a was used. The machine’s operating system is 64-bit,
Windows 10. The processor is Intel Core 17-8550U with 12 GB RAM. The images were
converted whenever the features required a different format. For example, the RGB images
are converted to have a bit depth of 8 bits when the gray levels are counted and saved into a
vector representing the ranges.

The experiments were made for every feature separately. Notice that the lengths of the
vectors describing the paper shreds vary as the length depends on the number of parameters
or the features chosen. The implementation of invariant moments from Gonzalez [10] was
used after normalization, and k-means and GLCM built-in functions were used.

6.1 Data sets

Two data sets were used in the experiments, the first one consists of 38 RGB images, used
to make ideal shreds done by a shredder simulator. Samples from the first data set content
are given in Fig. 1. The second data set contains 3 samples of real paper shreds, the content
shredded is simply images printed from the first data set.

The whole image orientation can be portrait or landscape if it is part of a document. Also,
the possible shredding orientation of an image depends on the paper size and the shredder
size.

All ideal shreds and real paper shreds are in their right orientation. Most feature extrac-
tion methods used in ideal shreds experiments are invariant to rotation and the one used in
real papers is invariant as well.

6.1.1 Computer generated shreds (ideal shreds)

It is more convenient and practical to use a computer-shredded image. The shreds are made
by a computer program and not actual scanned paper, where the scanned papers may have
borders and possible white borders at each paper shred that may affect the result. Also, it
is assumed that the images do not contain white borders or blank shreds. The 38 images of
the first data set have the same width of 864 pixels and the same height of 648 pixels. The
ideal shreds made by shredding the images in one dimension, vertically or horizontally, are
made in three sizes, namely, wide, medium, and narrow fragments. The ideal shreds made
by shredding the images in two directions, horizontally and vertically, are made in two
sizes. All ideal shreds are identical in terms of size except the shreds of the last row/column.
Starting from the left, the image is shredded to particles of the specified size, the last column
and/or the last row in the image might be shredded to parts smaller than the specified size.
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(a) Jordan  (b) Jordan  (c) Jordan
University-1 University-2 University-3

A 54 28n A48 e A

(g) Umm Qais-2 (h) Ajloun Castle

(i) Gerash-1

b

(m) Al-Kharanah-3 (n) Al-Azrag-1 (o) Al-Azrag-2 (p) Al-Azrag-3

(k) Al-Kharanah-1 (1) Al-Kharanah-2

Fig.1 Samples from the Data set

6.1.2 Real paper shreds

Three images from the first data set were printed, shredded, and scanned. The images were
printed on A4 papers so that each image is part of the page and does not cover the whole
page. The shredding was done using Rexel Alpha strip-cut shredder labeled as P1 security.
The papers were shredded into 27 shreds. A mask was built for each shred using edge
detection techniques.

6.2 Shredding in one direction (vertical or horizontal cuts)

Shredding paper in one direction or strip-cut shredding may refer to cutting paper into wide
shreds or thin shreds depending on the shredder. Three sizes are used in clustering experi-
ments to reflect the differences when wider or thinner shreds are assembled. If one unfolded
paper is to be shredded using a strip-cut machine, the direction in which the shredding is
done may depend on the size of the paper, if the paper is small enough both directions are
possible. In the following experiments, the same direction is assumed for 38 images.
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The appropriate number of clusters in shredding in one direction can be determined
partially by the number of paper shreds available to be reassembled. Knowing the shred-
der information and the size of the paper, A4 for example, indicates an approximation
of the total number of shreds from a single paper. The number of clusters should be
reasonably less than the number of shreds to make the clustering meaningful. The deter-
mination of the best number of clusters should consider a more efficient merging process
as well.

The first step is to shred the paper, then to get the features vector of each shredded paper
particle, and to cluster the vectors into groups, and finally, the accuracy of clustering is
calculated as a percentage, as given in equation (12).

6.2.1 Wide fragments - real paper data set

The clustering was applied to a real data set, Table 2 shows the results. The gray-level vector
was found for each shred and k-means clustering was applied 100 and 10K times to group
shreds in 5 clusters. The table shows the average number of shreds where no neighbors were
found, the average number where exactly one neighbor was found, and finally, the average
number of shreds with two neighbors found. The overall accuracy ranges from 76.13 to
88.72 percent.

6.2.2 Strip-cut wide fragments

As the images are of the same size, the total number of wide shreds is 26 in each image
of the 38 tested images. Table 3 shows the average of shredding 38 images grouped into 5
clusters. As running the k-means results vary based on the initial random point chosen, all
the results given in the table show the average of running k-means 100 and 10K times. The
averages reported in the table of running k-means 100 or 10K times are quite close with
minor differences.

If it is assumed that each paper was shredded into 26 wide shreds, the use of gray-level
features to cluster the shreds into 10 clusters will result in an average overall accuracy of
80.38 percent for 100 tests.

The time to find the features vector for all 26 shreds of a single image is as follows: gray-
level ranges: 0.15 seconds, GLCM: 0.084 seconds, all HU moments: 0.14 seconds, SFTA:
16.07 seconds, and color moments: 0.07 seconds. The use of k-means in one test takes time
between 0.002 and 0.008 seconds.

Table 2 Overall accuracy and average number of neighbors found in the real paper data set

Images/ results Average number Average number of Average number Overall Accuracy

of shreds without shreds with exactly of shreds with 2

neighbors one neighbor neighbors
Number of tests 100 10K 100 10K 100 10K 100 10K
Image 1 1.83 1.74 11.56 11.49 13.61 13.77 88.14 88.72
Image 2 3.51 3.51 13.46 13.49 10.03  10.01 76.18 76.13
Image 3 2.11 2.17 12.82 12.71 12.07 12.12 84 83.97
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Table 7 Average number of neighbors found when 10 clusters are used

Shred size/ Average Average Average Average Average

results number number of number of number of number of
of shreds shreds with shreds with shreds with shreds with
without exactly one 2 neighbors 3 neighbors 4 neighbors
neighbors neighbor

Medium 32.42 96.66 187.32 113.13 29.48

fragments

Small 146.19 425.86 904.64 888.62 402.69

fragments

6.2.3 Strip-cut medium fragments

In the medium fragments, the shreds are smaller than the wide shreds. Using the same 38
images, each image has a total number of 51 shreds. Table 4 shows the average overall
accuracy in 38 images in every feature set when 5 clusters are assumed. Dividing 51 shreds
into 10 clusters using the gray-level ranges as the features set results in an overall accuracy
of 84.24 percent for 100 tests. The clusters may contain an unequal number of shreds, in
other words, if 50 shreds are grouped into 10 clusters, some clusters may contain 5 shreds,
others 3, and so on.

Comparing wide and medium fragments in terms of the overall accuracy from different
feature sets, it can be noticed that the order is similar, where the gray-level ranges overall
accuracy is highest.

The time to find the features vector for all 51 shreds for a single image is as follows: gray-
level ranges: 0.19 seconds, GLCM: 0.15 seconds, all HU moments: 0.13 seconds, SFTA:
36.26 seconds, and color moments: 0.12 seconds. The use of k-means in one test takes time
between 0.002 and 0.003 seconds.

6.2.4 Strip-cut narrow fragments

In this experiment, the same 38 images are shredded in one direction for 173 shreds. Table 5
summarizes the overall accuracy achieved using different feature vectors and k-means to
cluster shreds into 5 clusters. Testing k-means clustering to divide the shreds into 10 clusters
using gray-level ranges results in an overall accuracy of 89.34 percent.

The time to find the features vector for all 173 shreds for a single image is as follows:
gray-level ranges: 0.45 seconds, GLCM: 0.41 seconds, all HU moments: 0.39 seconds,
SFTA: 123.08 seconds, and color moments: 0.28 seconds. The use of k-means in one test
takes time between 0.003 and 0.006 seconds.

6.3 Shredding in two directions (vertically and horizontally)

Cross-cut shredders and micro-cut shredders cut the paper in two directions. The clustering
experiments are done using ideal shreds or in other words, a program shreds the images.
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6.3.1 Medium fragments

The same 38 images used in strip-cut shreds are used here. The number of shreds is 459 in
each image. The image is cut vertically and horizontally. The appropriate number of clusters
in this context is harder to find and the method used in calculating the overall accuracy
in strip-cut shreds does not apply directly as it requires the number of edges affected by
clustering.

The accuracy is calculated based on the number of edges found and the maximum pos-
sible number of edges that could be found. As the maximum possible number depends on
the number of edges effected by the clustering, the exact overall accuracy is not calculated
here as it can only be approximated. Table 6 shows the average results of 100 and 10K tests
when 5 clusters are assumed.

The use of gray-level ranges to group the shreds into 10 clusters, will result on average
in 32.42 shreds in clusters with no originally adjacent neighbors, 96.66 shreds with exactly
one originally adjacent neighbor, 187.32 shreds with 2 originally adjacent neighbors, 113.13
with 3, and 29.48 with 4, as shown in Table 7.

6.3.2 Small fragments

The number of shreds is 2768 in each image. The image is cut vertically and horizontally.
Table 8 shows the average results of 100 and 10K tests when 5 clusters are assumed. The
use of gray-level ranges to group the shreds into 10 clusters, will result on average in 146.19
shreds in clusters with no originally adjacent neighbors, 425.86 shreds with exactly one
originally adjacent neighbor, 904.64 shreds with 2 originally adjacent neighbors, 888.62
with 3, and 402.69 with 4, as shown in Table 7.

7 Comparison

Table 9 describes literature tackling the clustering of paper shreds in terms of: document
type and content, damage type and shred size, number of papers considered, real shredded
papers vs. simulation, and methods used. None of the methods given in the table assumes
the existence of missing pieces in the clustering experiments.

8 Conclusions and future work

This paper suggests the possibility of working on the hard problem of reassembling shred-
ded paper, even for small sizes of paper shreds. The work focuses on clustering, which is a
possible phase in shredded paper assembly. Vertically shredded images in addition to images
shredded vertically and horizontally were considered. A set of features were used in the
experiments to describe the shreds followed by k-means clustering. The results evaluation
depends on the available information regarding the position of each shred and the neighbor-
hood of each shred in the original image. Knowing the adjacent shreds of each shred makes
it easier to check if the clustering was effective. The experimental results for all sizes and
features were reported. The results show that there is potential for the clustering approach
to be used in reconstructing the shredded paper.

A lot can be done for future research, as the results of the clustering approach used in the
experiments depend heavily on the features chosen, other feature extraction methods and
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clustering algorithms can be tested. Also, the use of other document types and documents
with backgrounds is left for future work.
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