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Abstract
In the present study, a hybrid active contour image segmentation model was proposed,
which combines the local and global information of an image. Said model can be used to
prevent the problem that the evolution curve is easy to fall into local optimum when the
active contour model uses the local information of the image to segment the image with
intensity inhomogeneity. In the model, firstly, the local energy term is constructed by
using the image intensity mean of the local region inside and outside the evolution curve
to capture the intensity inhomogeneity of the image. Secondly, the global energy term is
constructed by using the intensity mean inside and outside the evolution curve to drive the
evolution curve to the target edge. Finally, to adaptively adjust the relationship between
the local energy term and the global energy term, the weight coefficient is constructed by
the gray level of the local and global regions of the image. As such, the proposed model
can adaptively adjust the evolution of the curve with the change of the target region.
Experimental results on natural images and brain tumor images show that compared with
the traditional and several of the latest active contour models, the proposed model has
higher segmentation accuracy and robustness to the initial contour.

Keywords Image segmentation . Intensity inhomogeneity . Local energy term . Global energy
term . Active contour model

1 Introduction

Image processing is not only a basic task of computer vision, but also the basis for applications
like image encryption and big data [2, 8, 9, 20]. As the basis of target detection, identification
and behavior analysis, image segmentation has been extensively applied in a variety of fields
[8, 14, 21–23, 31]. Despite such applications, influenced by various factors, images usually
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have features such as intensity inhomogeneity, blurred edges and low contrast, which renders
difficulties in the accurate segmentation of images. The active contour model [1, 3, 10, 11, 27,
29] is an effective image segmentation algorithm, which applies a level set function to image
segmentation. Compared with other image segmentation methods, the level set method has
greater advantages in the segmentation of low contrast and complex images [13, 16, 24, 35].
The Chan_Vese (CV) model [1] is a traditional active contour model, which uses the intensity
information inside and outside the evolution curve to construct the energy function and achieve
image segmentation. However, since the CVmodel uses the global information of the image to
construct the energy function, the segmentation performance of images with intensity inho-
mogeneity is poor.

2 Literature review

In order to segment images with intensity inhomogeneity, scholars have proposed a large number of
segmentation models in which local gray information is combined [5–7, 10, 17–19, 26, 28, 30, 32].
In one previous study [10], a local binary fitting (LBF) model based on local energy was proposed,
in which the Gaussian kernel function is used to extract the local information of the image, and the
graymean value of the local region is calculated. Thus, the fitting value of the model is closer to the
real gray value of the image. At the same time, the energy function is constructed by the Gaussian
kernel function and gray mean value. The segmentation results of synthetic image and medical
image revealed that the model had a better segmentation effect on images with intensity inhomo-
geneity. Although the model had a better effect, due to the adopted local gray information, the
model is sensitive to the initial contour position, and the evolution curve is easy to fall into local
optimum. In a previous study [28], a new CV evolution equation was firstly constructed based on
the evolution law of Hamilton-Jacobi partial differential equations, so as to reduce the sensitivity of
CVmodel to the initial contour position. Secondly, to improve the segmentation accuracy of the CV
model for the images with intensity inhomogeneity, the local energy term was constructed by the
image gray mean of regions inside and outside the evolution curve. However, due to the local gray
scale information used in the method, the evolution curve also fell into the local optimum. In a
previous study, [30] images were fitted using the local mean and a new energy function was
constructedwith the square variance of the fitted image and the real image. The experimental results
revealed that the model achieved the same segmentation effect as the LBF model with a time
complexity lower than that of the LBFmodel, but also had the problem that the evolution curvewas
easy to fall into local optimum. In another study [5], a level set image segmentation model was
proposed in which local and global gray levels. In the model, a new fitted image was constructed
with the original image and the mean filtered image, and the window function was used to calculate
local gray mean of the fitted image for constructing the local energy term. Combining the local
energy term with the CV model, the segmentation results for medical images and natural images
revealed that themethod effectively segmented images with intensity inhomogeneity, but themodel
was still sensitive to the initial contour position. In other previous research [32], global gradient
informationwas introduced into the LBFmodel and both gradient information and gray information
were used to construct the energy function. Driven by the global gradient, the model evolved
towards the target edge, and the evolution curvewould not fall into the local optimum. Despite such
advantages, the segmentation effect for weak edge images was insufficient for the use of gradient
information. To provide optimal segmentation for each pixel, the optimal segmentation plane was
derived in the image domain through a heterogeneous image model, and the newly proposed
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region-based pressure function was used to construct the energy function [7]. The model could
effectively handle images with intensity inhomogeneity. At the same time, the robustness of the
model was improved by estimating the deviation field with adaptive scale parameters. However,
there aremany convolution operations in the process of energy function construction in themethod,
and therefore, the efficiency for operation of the model is low. A new hybrid level set image
segmentation model was proposed, in which local entropy was used to construct coefficients of
global terms and the evolution of the curve was driven by a two-scale method [17]. The experiment
results revealed that the model had a good segmentation effect for images with intensity inhomo-
geneity, but the model adopted the local information of images to construct energy terms, and thus,
the model also had the local optimum problem. In a previous study [18], the energy function was
constructed by using the mean and variance of the intensity in the local region, and the energy
function was introduced into the level set function. The experimental results on the segmentation of
synthetic images and natural images revealed that the method had a good segmentation effect on
images with intensity inhomogeneity, but the mean value of the target was required to be equal to
that of the background. The difference between the local gray mean value and the real image was
introduced into the sigmoid function to construct two adjustment functions, and the two adjustment
functions were introduced into the level set function to construct a new energy function [19]. The
segmentation experiments of natural images and composite images revealed that the model had a
good segmentation effect on images with intensity inhomogeneity, but the model could only handle
images with a large contrast between the target and the background, and had poor segmentation
performance for low contrast images [19]. A new active contour model was constructed by
combining global and local information, in which the global signed pressure force function (SPF)
was constructed by the global gray mean and median, and the local gray mean and pixel were used
to structure the local SPF [26]. Finally, a new energy function was constructed by combining the
global and local SPF. The segmentation results of synthetic images and medical images revealed
that the proposed method had a good segmentation effect on images with intensity inhomogeneity,
but the model could only resolve simple background images. In another previous study [6], local
spatial constraints were introduced into the LBFmodel to obtain the local gray mean value, and the
local gray mean value and the global gray mean value were introduced into the edge indication
function to construct a new edge indication function. Finally, the edge indication function was
introduced into the fuzzy active contour model. The segmentation results of natural images and
synthetic images revealed that the model could effectively segment images with intensity inhomo-
geneity, but the segmentation performance of the model for weak edge images was insufficient [6].
Although the aforementioned models may segment images with intensity inhomogeneity, the local
information of image adopted during the construction of themodelmakes themodel easy to fall into
the local optimum and sensitive to the initial contour.

In order to effectively segment images with intensity inhomogeneity, low contrast and
blurred edges, the CV model was improved in terms of the following three aspects: (1) using a
previous study as a reference [25], local energy terms were constructed through the intensity
mean values of local areas inside and outside the evolution curve, so as to capture the intensity
inhomogeneity of images; (2) using a previous study as a reference [28], the global energy
term was constructed by using the gray mean values of images inside and outside the evolution
curve to drive the curve evolution and capture the target edge; and (3) a new hybrid active
contour model was constructed by combining the local energy term and the global energy
term, and the weight coefficient was calculated to adjust the relationship between the local
energy term and the global energy term, so that the adaptive adjustment curve of the model
evolved to the edge of the target.
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The rest of the paper is organized as follows: the literature review is provided in Section 2;
the methodology (method) is given in Section 3; the results are listed in Section 4; and the
conclusions and policy implications are provided in Section 5.

3 The proposed hybrid active contour model

In the present study, a new hybrid active contour model was proposed to segment images with
intensity inhomogeneity, low contrast and blurred edges. The model includes a local energy
term and a global energy term. The local energy term is used to ensure the segmentation
performance of images with intensity inhomogeneity, and the global energy term avoids the
curve evolution falling into the local optimum, so as to capture the target edge more accurately.

3.1 Local energy term

Intensity inhomogeneity will seriously affect the quality of image segmentation, and capturing
the intensity inhomogeneity of an image by using local information is an effective method. In
previous studies [10, 18, 19], the local information of images was used to segment intensity
inhomogeneity images. Thus, a new local energy term was constructed in the present study to
capture the intensity inhomogeneity of images. Suppose Ω ⊂ R2 is the image region, I(x) : Ω
→ R2 is the gray value of point x in the image, C is the closed curve, Ω is divided into the
inner region and the outer region of the curve by curve C, and the closed curve C is replaced by
the level set function φ, then the local energy term is shown in Eq. (1).

EL φ; f 1; f 2ð Þ ¼ κ1∫Φ∩wk�l I xð Þ− f 1ð Þ2Hε φ xð Þð Þdx
þ κ2∫∂Φ∩Wk�l I xð Þ− f 2ð Þ2 1−Hε φ xð Þð Þð Þdx ð1Þ

where κ1 and κ2 are positive constants; f1 and f2 are the gray mean values of the inner and outer
local regions in of the evolution curve C, respectively; Hε(φ(x))is the Heaviside function, as
shown in Eq. (2); Φ and ∂Φ represent the inner and outer regions of the evolution curve,
respectively, as shown in Eq. (3), R represents the set of pixels that meet the conditions; φ(x)
= 0 is the boundary; andWk × l is a rectangular window of size k × l, which is used to extract
the local information of the image.

H ε xð Þ ¼ 1

2
1þ 2

π
arctan

x
ε

� �� �
ð2Þ

Φ ¼ R φ xð Þ > 0ð Þ
∂Φ ¼ R φ xð Þ < 0ð Þ

�
ð3Þ

In Eq. (2), ε is a positive constant. In Eq. (3), φ is a level set function.f1 and f2 can be obtained
from Eq. (4).

f 1 ¼ average I xð Þ∈ Φ∩Wk�lð Þjx∈Φf gð Þ
f 2 ¼ average I xð Þ∈ ∂Φ∩Wk�lð Þjx∈ ∂Φf gð Þ

�
ð4Þ
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In Eq. (4), a rectangular window function is used to construct the local area of the image inside
and outside the evolution curve, so as to extract the gray information of the image in the local
area and calculate the average gray value f1 and f2 of the local area inside and outside the
evolution curve. As such, the fitting value of the proposed model is approximately equal to the
true value of the image, and images with intensity inhomogeneity can be segmented more
accurately.

3.2 Global energy term

Driven by the local information of the image, the evolution curve is easy to fall into the local
optimal value, which will lead to serious false segmentation. Previous studies [12, 33, 34] have
shown that the global information of the image can effectively prevent the evolution curve
from falling into the local optimal value. Hence, in the present study, the global information of
the image was applied to the construction of the global energy term to drive the evolution
curve to the edge of the target and avoid the model falling into the local optimum. The global
energy term is shown in Eq. (5).

EG φ; c1; c2ð Þ ¼ ∫Ω I xð Þ− c1 þ c2
2

� �
Hε φ xð Þð Þdx ð5Þ

where φ is the level set function; Ω is the image region; c1 and c2 are the gray mean values of
the inner and outer regions of the evolution curve C, as shown in Eq. (6); and Hε(φ(x))is the
Heaviside function, as shown in Eq. (2).

c1 ¼ ∫ΩI xð ÞHε φ xð Þð Þdx
∫ΩHε φ xð Þð Þdx

c2 ¼ ∫ΩI xð Þ 1−Hε φ xð Þð Þð Þdx
∫Ω 1−H ε φ xð Þð Þð Þdx

8>>><
>>>:

ð6Þ

In Eq. (6), the global energy term can capture the image gray information inside and outside
the evolution curve by the Heaviside function, and the evolution of the curve is driven by the
difference between the gray mean value inside and outside the evolution curve and the actual
gray value of the image to obtain the global optimal value of the image, so as to avoid falling
into the local optimal value. In addition, the proposed global energy term integrates the internal
gray mean value and external gray mean value into one term, so that the model can better
capture the edge information of the target, and has a better segmentation effect on weak edge
images.

3.3 Hybrid active contour model

Combining the local energy term in 3.1 and the global energy term in 3.2, the energy function
of the hybrid active contour model is structured, as shown in Eq. (7).

Ep φ; c1; c2; f 1; f 2ð Þ ¼ ωEL þ 1−ωð ÞEG þ μlen φð Þ
¼ w κ1∫Φ∩Wk�l I xð Þ− f 1ð Þ2Hε φ xð Þð Þdxþ κ2 ∫∂Φ∩Wk�l I xð Þ− f 2ð Þ2 1−H ε φ xð Þð Þð Þdx

� �
þ 1−ωð Þ∫Ω I xð Þ− c1 þ c2

2

� �
Hε φ xð Þð Þdxþ μ∫Ωδε φ xð Þð Þ ∇φ xð Þj jdx

ð7Þ
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where μ is a positive constant; ω is the adaptive weight coefficient, as shown in Eq. (8), and the
change of ω reflects the speed of the change of image gray information in the local area, which
can make the evolution curve accurately stop at the edge of the target; and len(φ) is the length
term, which is used to ensure the smoothness of the evolution curve. In the present study, a
square local window of size (2 ∗ d + 1) × (2 ∗ d + 1) was used, where dis a positive
constant for controlling the size of window.

ω ¼ ILmax−ILmin
Imax−Imin

ð8Þ

where ILmax and ILmin represent the maximum gray value and minimum gray value in the local
area of the square Wk × l inside the evolution curve; and Imax and Imin represent the maximum
gray value and minimum gray value in the whole image, respectively.

By using the gradient descent method to minimize the energy function of φ, the evolution
equation of the model can be obtained, as shown in Eq. (9).

∂φ
∂t

¼ δε φð Þ ωm1 þ 1−ωð Þm2ð Þ þ μδε φð Þdiv ∇φ
∇φj j

� �
ð9Þ

In Eq. (9), div is the divergence operator, and div(∇φ/|∇φ|) is the curvature of the evolution
curve; δε(φ) is the derivative of Hε(φ); and m1 and m2 are shown in Eq. (10). When the energy
function is at the minimum, the evolution of the curve stops and the segmentation ends.

m1 ¼ κ1 I− f 1ð Þ2 þ κ2 I− f 2ð Þ2
m2 ¼ I−

c1 þ c2
2

(
ð10Þ

where f1 and f2 are shown in Eq. (4); c1 and c2 are shown in Eq. (6).
The proposed model updates the evolution of Eq. (9) through Eq. (11).

φnþ1 ¼ φn þ v
∂φ
∂t

dt ð11Þ

In Eq. (11), v is a positive constant, which is used to control the updating speed of the equation.
φn + 1and φn are level set functions after iteration n + 1 and n times, respectively. dtis the time
step. Figure 1 shows the flow chart of the algorithm (model) for the present study.

4 Experimental results and analysis

In the present study paper, all experiments were implemented in MATLAB R2016A running on
Lenovo Intel Core i7–6700 CPU @3.40GHz Windows 10 operating system. A large number of
natural images and brain tumor images with intensity inhomogeneity, fuzzy edge and low contrast
were segmented, and 9 natural images (A ~ I in Fig. 3) and 6 brain tumor images (J ~ O in Fig. 5)
were randomly selected for analysis on the segmentation results. In order to evaluate the
segmentation performance of the proposedmodel, the segmentation results of the proposedmodel
were compared with the CV model [1], the improved CV model [28], the LBF model [10], the
LOG model [3], the LPF model [4], the FRAGL model [6], a model from a previous study [25],
and the GLSEPF model [15]. Notably, for the comparison of segmentation performance with the
model in the previous study [25], only the image data available were used for the experiment. The
parameters in the proposed model were set as: κ1 = κ2 = 1, ε = 0.5.
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In order to effectively analyze the segmentation performance of the proposed model, the
Segmentation accuracy (SA), Dice similarity index (DSC), Jaccard similarity (JS) and False
positive volume function (FPVF) were used to evaluate the segmentation performance, and are
shown in Eqs. (12) to (15).

SA ¼ TP þ TN
TP þ TN þ FPþ FN

ð12Þ

DSC ¼ 2 A∩Bj j
Aj j þ Bj j ð13Þ

Fig. 1 Flow chart of the algorithm (model)
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JS ¼ A∩Bj j
A∪Bj j ð14Þ

FPVF ¼ jBj−jA∩Bj
jAj ð15Þ

In Eq. (12), TP is the true value, which indicates the target area of correct segmentation; TN is
a true negative value, which indicates a correctly segmented background area; FP is a false
positive value, indicating that the background is mistakenly divided into target areas; and FN is
a false negative value, indicating that the target is mistakenly divided into the background area.
In Eq. (13) to (15), B is the image obtained by algorithm segmentation, andA is the true image.
it’s the schematic diagram is shown in Fig. 2. Among the aforementioned indicators, the larger
SA, DSC, JS and smaller FPVF indicate that the segmentation effect was better.

In Fig. 2, the red curve area and the yellow curve area represent B and A, respectively; the
areas outside the red and yellow regions are TN; the region within the red region and the
yellow region is TP; the areas within the red area and outside the yellow area are FP; and the
region outside the red region and inside the yellow region is FN.

4.1 The segmentation experiments of natural images

In the present study, the segmentation results of nine natural images were analyzed, as shown
in Fig. 3, the images had the characteristics of intensity inhomogeneity distribution and low
contrast. In particular, the Ochotona curzoniae image had the characteristic of a blurred edge.
In the experiment, the parameter settings of Fig. 3 are shown in Table 1.

In Fig. 3, the first column is the original image, and the rectangle in the Fig. 2 is the given
initial contour; the second column to the ninth column are the segmentation results of the CV
model, the improved CV model, the LBF model, the LOG model, the LPF model, the FRAGL
model, the GLSEPF model and the proposed model.

From Fig. 3, the segmentation effect of the proposed model was better than the other
models. Because the CV model segmented the image by the global information of the image,
the image with intensity inhomogeneity could not be captured. The improved CV model, the
LBF model, the LOG model, the LPF model and the GLSEPF model used the local

Fig. 2 Schematic diagram of
parameters A, B, FN, FP, TN and
TP
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information of the image for image segmentation, but in the process of curve evolution, the
models would fall into the local optimal, and thus, there would be many small closed regions
in the segmentation results. The FRAGL model had a good segmentation effect when the
contrast between the target and the background was large, but could not effectively segment
the image with low contrast. By extracting the local information of the image, the proposed
model could effectively capture the intensity inhomogeneity of the image, and use the global
intensity information of the image to drive the curve to the edge of the target. Further, the curve
falling into the local optimum could be effectively avoided in the evolution process, and thus,
the proposed model could effectively segment the image with intensity inhomogeneity.

Fig. 3 Segmentation effects of the proposed model and other models on natural images

Table 1 The parameter settings of
Fig. 3 Image\ parameter A B C D E F G H I

κ 15 6 50 9 50 50 50 25 44
μ 0.1 0.1 0.3 0.3 0.3 0.001 0.1 0.001 0.1
v 4 1 4 4 6 6 4 4 4
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In Fig. 4a–d represent SA, DSC, JS and FPVF, respectively, and sign “*” represents the
segmentation results of the proposed model. From Fig. 4, an observation can be made that the
SA, DSC and JS of the proposedmodel were significantly larger than those of the other models, and
the FPVFwas smaller than other models, which indicates that the proposed model could effectively
segment the image with intensity inhomogeneity, blurred edge and low contrast.

Table 2 shows the average values of SA, DSC, JS and FPVF of each model. In Table 2, the
bold value is the optimal value.

As shown in Table 2, the average values of the SA, DSC and JS of the proposed model
were 0.99458, 0.9592 and 0.92392, respectively, which were 42.40%, 115.89% and 200.40%
higher than the CV model, 106.34%, 288.70% and 200.40% higher than the improved CV
model, 71.64%, 264.08% and 591.87% higher than the LBF model, 95.72%, 299.82% and
670.83% higher than the LOG model, and 60.44%, 187.84% and 376.42% higher than the
LPF model. Compared with the FRAGL model, there were increases of 6.00%, 38.54% and
66.92%, and compared with the GLSEPF model, there were increases of 7.70%, 42.28% and
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Fig. 4 SA, DSC, JS, and FPVF for each model in Fig. 3

Table 2 Average values of SA, DSC, JS and FPVF in Fig. 3

indicator CV Improved CV LBF LOG LPF FRAGL GLSEPF Proposed

SA 0.69846 0.48202 0.57946 0.50816 0.619 90 0.93824 0.92350 0.99458
DSC 0.44431 0.24677 0.26346 0.23991 0.333 24 0.69237 0.67417 0.95920
JS 0.30756 0.19707 0.13354 0.11986 0.193 93 0.55352 0.51938 0.92392
FPVF 6.31661 0.54218 6.42104 7.56074 7.210 07 1.08390 1.07081 0.07072
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77.90%, respectively. The means value of FPVF in the proposed model was 0.01717.
Compared with the CV model, the improved CV model, the LBF model, the LOG model,
the LPF model, the FRAGL model and the GLSEPF model, there were reductions of 98.88%,
86.96%, 98.90%, 99.06%, 99.02%, 93.48% and 93.40%, respectively. The experimental
results reveal that, compared with other models, the proposed model could obtain the target
contour more accurately.

In the present study, the variances of the SA, DSC, JS and FPVF were calculated to further
illustrate the segmentation performance of the proposed model, as shown in Table 3.

An observation can be made that the variances of SA, DSC, JS and FPVF were 0.0000059,
0.001364, 0.004246 and 0.004355, respectively, which were far less than those of other
models, indicating that the segmentation performance of the proposed model was stable.

4.2 The segmentation experiment of brain tumor image

Brain tumor images usually have the problem of intensity inhomogeneity. As such, the
proposed model was used to segment brain tumor images to verify the segmentation

Table 3 Variance of SA, DSC, JS and FPVF in Fig. 3

indicator CV Improved CV LBF LOG LPF FRAGL GLSEPF Proposed

SA 0.02385 0.27276 0.01278 0.01348 0.02367 0.00174 0.00166 0.0000059
DSC 0.08869 0.35201 0.03661 0.03361 0.05990 0.06651 0.05276 0.001364
JS 0.07025 0.31914 0.00546 0.00549 0.02896 0.07134 0.05082 0.004246
FPVF 64.72943 0.42748 49.1919 60.3865 82.10785 2.87218 1.76640 0.004355

Fig. 5 Segmentation effects of the proposed model and other models on brain tumor image
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performance. The results are shown in Fig. 5. In the experiment, the parameter settings in Fig. 5
are shown in Table 4.

In Fig. 5, the first column is the original image, and the rectangle in the Fig. 5 is the given
initial contour; the second column to the ninth column are the segmentation results of the CV
model, the improved CV model, the LBF model, the LOG model, the LPF model, the FRAGL
model, the GLSEPF model and the proposed model.

As can be seen from Fig. 5, the proposed model could accurately complete the image
segmentation to obtain the tumor, while the other seven models could not accurately locate the
location of the tumor. Such results could be attributed to the proposed model using the local
function to capture the local intensity information of the image, which can well capture the
intensity inhomogeneity of the image. At the same time, the global gray information drives the
curve to evolve toward the target edge, which can effectively prevent the curve from falling
into local optimum. However, other models usually only use local or global information to
drive the evolution of energy function, which makes the evolution curve fall into local
optimum in the evolution process, resulting in serious false segmentation.

Table 4 The parameter settings of
Fig. 5 Image\ parameter J K L M N O

κ 5 8 8 8 3 10
μ 0.1 0.3 0.2 0.001 0.01 0.01
v 4 6 4 1 1 6
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Fig. 6 SA, DSC, JS, and FPVF for each model
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The comparison results of the SA, DSC, JS and FPVF of the different models are shown in
Fig. 6, respectively. In Fig. 6, sign “*” represents the segmentation result of the proposed
model. An observation can be made from Fig. 6 that the SA, DSC, JS of the proposed model
were significantly higher than those of the other seven models, and the FPVF was lower than
the other seven models, indicating that the proposed model could accurately segment brain
tumor images with intensity inhomogeneity.

Tables 5 and 6 respectively show the mean value and variance of each indicator in each
model, and the bold values in the table are the optimal values. As can be seen from Tables 5
and 6, the average values of various indicators of the proposed model were greater than those
of the other seven models, and the variance was smaller than that of the other seven models,
indicating that the proposed model not only had good segmentation accuracy, but could also
be well adapted to the segmentation of various types of images.

Additionally, the running time and running space overhead of the image segmentation
model were analyzed, and the results are shown in Table 7. Obviously, compared with the
other image segmentation models, there was a significant improvement in the segmentation
accuracy of the model, although the time and space overhead increased. The increased time
and space consumption could be attributed to the model combining local information inside

Table 5 Average values of SA, DSC, JS and FPVF in Fig. 5

indicator CV Improved CV LBF LOG LPF FRAGL GLSEPF proposed

SA 0.4795 0.53139 0.9047 0.5965 0.5954 0.9215 0.3662 0.9971
DSC 0.1139 0.00022 0.1935 0.0954 0.1209 0.4077 0.2113 0.9328
JS 0.0630 0.00011 0.1152 0.0521 0.0665 0.2965 0.1709 0.8765
FPVF 25.7769 0.99694 3.7456 17.7473 20.4514 4.4246 30.6081 0.0111

Table 6 Variances of SA, DSC, JS and FPVF in Fig. 5

indicator CV Improved CV LBF LOG LPF FRAGL GLSEPF proposed

SA 0.00284 0.08879 0.00093 0.02013 0.00958 0.00092 0.0759 0.00000058
DSC 0.0080 0.00035 0.0240 0.0068 0.0069 0.0655 0.1001 0.00151
JS 0.0029 0.00017 0.0089 0.0023 0.0024 0.0652 0.0895 0.00450
FPVF 227.6368 0.00496 9.9858 107.578 183.9719 11.4234 495.8891 0.00019

Table 7 Analysis on the running time and running space

Model Natural images Brain tumor image

Time(s) Space(M) SA Time(s) Space(M) SA

CV 67.55 45.44 0.698 46 56.67 173.67 0.4795
Improved CV 20.76 112 0.482 02 15.45 107.17 0.53139
LBF 32.08 23.33 0.579 46 24.31 139.50 0.9047
LOG 2.09 14.33 0.508 16 1.30 142.33 0.5965
LPF 11.89 24.78 0.619 90 9.62 205.50 0.5954
FRAGL 2.51 33.78 0.938 24 1.86 142.50 0.9215
GLSEPF 5.32 27.44 0.923 50 3.80 13.33 0.3662
Proposed model 66.12 41.00 0.994 58 5.32 41.83 0.9971
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and outside the evolution curve with global information of the image, which increased the
computation overhead.

Figure 7 is a qualitative experimental comparison between the proposed image segmenta-
tion model and the model from the previous study [25] for image segmentation images l, o, p, r
[25]. The second and third lines in Fig. 8 show the segmentation results of the proposed model
in this paper and the model from the previous study [25], respectively. Obviously, the
proposed model had a better segmentation effect and the fine granularity was higher. Table 8
shows the quantitative comparison results (the data from the previous study [25] was quoted
directly from the study). The DSC (Dice Similarity index) from the previous study [25] was
used for a comparative analysis, and the DSC of the proposed model was found to be higher
than that of the model from the previous study [25].

4.3 The influence of parameter setting on the segmentation performance
of the proposed model

In the proposed model, there are six parameters, which are κ1, κ2, ε, v, μ and d. The parameters
of κ1, κ2 and ε are the model parameters, and the parameters of v, μ and d are the image
parameters. An image was selected randomly to analyze the influence of different parameters
on the segmentation performance of the proposed model.

(1) The effect of parameter κ1 and κ2on segmentation performance

In the proposed model, the parameters of κ1 and κ2 could adjust the ratio between internal
energy and external energy in the local energy term. In the experiment, κ1 and κ2 took values
from 0.5 to 2.0, and the step size was 0.5. In the analysis of parameter κ1, other parameters were
set to fixed values. Similarly, other parameters were set to fixed values when analyzing κ2.

Fig. 7 Proposed model VS Literature [25] (The thrid line of image the was quoted from a previous study [25])
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Tables 9 and 10 show the segmentation results of Fig. 3b by the proposed model under different
parameters κ1 and κ2, respectively.

In Tables 9 and 10, the values of DSC, SA, JS and FPVF in the proposed model were
different when the values of κ1 and κ2 changed from 0.5 to 2.0. When κ1 or κ2 was 1.0, the
values of SA, DSC and JS reached the maximum, and FPVF had a small value.

For comprehensive analysis of the evaluation indicators of image segmentation perfor-
mance, the parameters κ1 and κ2 were set as κ1 = κ2 = 1.

(2) The effect of parameter ε on segmentation performance

The proposed model can control the change of functionHε(·) and function δε(·) by parameter ε,
which has a direct influence on the calculation of the model fitting value. To analyze the
influence of parameter ε on the segmentation performance, the value range of parameter ε was
0.5 to 2.0, the step size was 0.5, and the other parameters were fixed values. Table 11 presents
the segmentation results of Fig. 3b by the proposed model driven by different ε.

From Table 11, the SA, DSC, JS and FPVF had different values with the change of ε.
Among the values, when the value of ε was 0.5, SA, DSC and JS had the maximum value, and
the value of FPVF was small.

Table 8 Comparison of DSC be-
tween the proposed model and the
model from the previous study [25]

Image Proposed model Literature [25]

l 0.989 0.963
o 0.989 0.982
p 0.942 0.941
r 0.943 0.913

Fig. 8 Segmentation results of the proposed model in different initial contours
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For comprehensive analysis of the evaluation indicators of image segmentation perfor-
mance, the parameter ε was set as: ε = 0.5.

(3) The effect of parameter v on segmentation performance

The parameter v can effectively control the evolution speed of the proposed model. When the
value of v is small, the evolution speed of the proposed model is slow. When the value of v is
large, the proposed model evolves faster. However, when the model evolves too fast, there will be
a negative impact on the segmentation performance. Thus, the optimal segmentation performance
of the proposed model can be guaranteed by selecting an appropriate parameter v. In the
experimental analysis of v, the remaining parameters were fixed values. Table 12 shows the
segmentation results of the proposed model on Fig. 3b under different values of v.

From Table 12, with the constant change of parameter v, the values of SA, DSC, JS and
FPVF also constantly changed. When the value of v was 1, SA, DSC and JS had the maximum
value, and FPVF had a small value.

According to the comprehensive experimental analysis, the characteristics of the image had
a significant influence on the parameter v. Therefore, in order to ensure the segmentation
performance of the proposed model, the parameter v was selected according to the character-
istics of the image in the experiment. When the image gradient was large, a larger value of v
could be selected, and when the gradient was small, a smaller value of v could be selected.

(4) The effect of parameter μ on segmentation performance

Parameter μ can capture the details of the image. With a smaller value of μ, more details are
captured. Conversely, with a larger value of μ, less details are captured. However, when μ is too
small, the backgroundwill be treated as the target, resulting in excessive segmentation. Contrarily,
when μ is too large, the image details will be lost, resulting in under segmentation. As such, a
suitable value of μ is crucial to ensure the performance of the proposed model. In the experiment,
all the parameters except μ were set as fixed values. Table 13 shows the segmentation results of
the proposed model in Fig. 3b under different values of μ.

Table 10 Segmentation results of
Fig. 3b by the proposed model un-
der different κ2

Parameters Evaluating Indicator

κ2 SA DSC JS FPVF

0.5 0.9903 0.8206 0.6958 0.3032
1.0 0.9953 0.9211 0.8537 0.1307
1.5 0.9884 0.8307 0.7105 0.1092
2.0 0.9889 0.8384 0.7218 0.0929

Table 9 Segmentation results of
Fig. 3b by the proposed model un-
der different κ1

Parameters Evaluating Indicator

κ1 SA DSC JS FPVF

0.5 0.9881 0.8304 0.7099 0.0881
1.0 0.9953 0.9211 0.8537 0.1307
1.5 0.9916 0.8493 0.7380 0.2553
2.0 0.9881 0.7694 0.6252 0.3745
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As shown in Table 13, the parameter μ had a certain impact on the segmentation
performance of the model. As the value of μ changed from 0.01 to 0.25, the evaluation index
of the proposed model segmentation kept changing. When the value of μ was 0.1, the model
obtained the largest SA, DSC, and JS values, and a small FPVF value.

An observation can be made from the experimental analysis that the parameter μ can affect
the segmentation performance of the proposed model. Therefore, selecting an appropriate
parameter μ can ensure the segmentation performance of the proposed model. When the image
has more details, the parameter μ can be a smaller value, otherwise, μ is a larger value.

(5) The effect of parameter d on segmentation performance

The parameter d is used to control the size of the local window. According to the level of
intensity inhomogeneity in the image, d takes a different value. When the image intensity level
is relatively uniform, d can be a larger value; otherwise, d can be a smaller value. The influence
of parameter d on the segmentation performance of the proposed model was analyzed. In the
experiment, the remaining parameters were fixed values. Table 14 shows the segmentation
results of the proposed model in Fig. 3b under different values of d.

Table 12 Segmentation results of
Fig. 3b by the proposed model un-
der different v

Parameters Evaluating Indicator

v SA DSC JS FPVF

1.0 0.9953 0.9211 0.8537 0.1307
2.0 0.9952 0.9209 0.8534 0.1303
3.0 0.9952 0.9207 0.8531 0.1298
4.0 0.9952 0.9209 0.8534 0.1303

Table 13 Segmentation results of
Fig. 3b by the proposed model un-
der different μ

Parameters Evaluating Indicator

μ SA DSC JS FPVF

0.01 0.9892 0.8364 0.7188 0.1331
0.05 0.9895 0.8421 0.7273 0.1250
0.10 0.9953 0.9211 0.8537 0.1307
0.15 0.9946 0.9082 0.8319 0.1561
0.20 0.9934 0.8856 0.7947 0.1954
0.25 0.9932 0.8817 0.7884 0.2026

Table 11 Segmentation results of
Fig. 3b by the proposed model un-
der different ε

Parameters Evaluating Indicator

ε SA DSC JS FPVF

0.5 0.9953 0.9211 0.8537 0.1307
1.0 0.9906 0.8541 0.7454 0.1336
1.5 0.9907 0.8563 0.7488 0.1279
2.0 0.9906 0.8555 0.7475 0.1279
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As shown in Table 14, driven by different values of d, the proposed model had different
levels of segmentation performance. When the value of d was 6, the proposed model achieved
the largest SA, DSC, and JS values, while the FPVF value was smaller.

From comprehensive experimental analysis, the parameter d had a direct impact on the
segmentation performance of the proposed model. Thus, in order for the proposed model to
achieve the optimal segmentation performance, a suitable parameter d must be selected.
According to the different intensity levels of the image, the value of d was different. When
the image intensity distribution was inhomogeneity, d had a smaller value. Thus, the fitted
value of the proposed model was more similar to the true intensity value of the image.
Otherwise, d was a larger value, because the intensity distribution of the image was relatively
uniform. Even when d was large, the fitted value of the proposed model was close to the true
intensity value of the image.

4.4 Robustness analysis of initial contour

In the present study, four images were randomly selected from the 15 images for initial contour
stability analysis, including two natural images and two brain tumor images. Each image had
three initial contours with different positions and sizes. The initial contour and segmentation
results are shown in Fig. 8.

In Fig. 8a–d are the segmentation results of image E, I, J and L, respectively. In (a), (b), (c)
and (d), the first line is the original image, in which the rectangular frame is the position of the
initial contour; and the second line is the corresponding segmentation result.

An observation can be made from Fig. 8 that the target area could be accurately obtained by
the proposed model when the position and size of the initial contour are different, which
indicates that our model is not sensitive to the position and size of the initial contour.

5 Conclusions

In the present study, a hybrid active contour model was proposed that combines local and
global information of images. Said model can effectively segment images with intensity
inhomogeneity, blurred edges and low contrast. Firstly, a rectangular window function is used
to extract the local regions inside and outside the evolution curve, and the intensity mean of the
local regions is obtained so that the fitted values of the model can better fit the true intensity
values of the image. Additionally, the local energy term is constructed by using the local mean
values and the true intensity values of the image so that the model can well capture the
intensity inhomogeneity of the image. Secondly, the intensity mean values inside and outside

Table 14 Segmentation results of
Fig. 3b by the proposed model un-
der different d

Parameters Evaluating Indicator

d SA DSC JS FPVF

4.0 0.9943 0.9081 0.8316 0.1178
5.0 0.9950 0.9182 0.8488 0.1236
6.0 0.9953 0.9211 0.8537 0.1307
7.0 0.9888 0.8282 0.7067 0.1518
8.0 0.9864 0.7858 0.6471 0.2174
9.0 0.9857 0.7699 0.6259 0.2466
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the evolution curve are integrated into one item, and the global energy item is structured by
local mean values and the true intensity values of the image to drive the curve evolution to the
target edge. At the same time, the adaptive weight coefficient is structured by the intensity to
adjust the relation between the global energy term and the local energy term, so that the model
can automatically adjust the evolution of the curve with the change of the target region. The
segmentation experiments on natural images and brain tumor images show that the proposed
model has high SA, DSC, JS and low FPVF for images with intensity inhomogeneity, blurred
edge and low contrast, and has high robustness to initial contour. Although the proposed image
segmentation model is insensitive to the initial contour position, the initial contour of the
model still needs to be manually marked during the evolution of the model. As such,
determining how to automatically mark the initial contour of the model with little overhead
is a problem to be solved by the present research group in the future.
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