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Abstract
Because of the difficulty in feature extraction of infrared pedestrian images, the traditional
methods of object detection usually make use of the labor to obtain pedestrian features,
which suffer from the low-accuracy problem. With the development and the progress of
science and technology, deep learning has gradually stepped into the problem of object
detection, and achieved good results. In this paper, aiming at the defects of deep
convolutional neural network, such as the high cost on training time and slow conver-
gence, a new algorithm of MoblieNet V2(1.4) + SSD infrared image pedestrian detection
based on transfer learning is proposed, which adopts a transfer learning method and the
Adam optimization algorithm to accelerate network convergence. For the experiments,
we augmented the OUS thermal infrared pedestrian dataset and our solution enjoys a
higher mAP of 94.8% on the test dataset. The experimental results show that our
proposed method has the characteristics of fast convergence, high detection accuracy
and short detection time.

Keywords Deep learning . Transfer learning . SSD . Pedestrian detection

1 Introduction

With the development and progress of science and technology, pedestrian detection has
become a hot topic in the field of artificial intelligence.Pedestrian targets are non-rigid objects,
which are easily affected by posture, angle of view, target occlusion, clothing material and
thickness, etc. It is difficult to detect [21]. At present, visible image, Lidar, infrared image and
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so on are the main methods of pedestrian detection at night.Visible image is strongly affected
by lighting conditions, and the image quality at night is poor, so it can not detect pedestrians
very well [9]. Lidar, which relies on ranging principles, has the advantages of high accuracy
and less interference. It can be imaged night or day.However, Lidar is generally used to detect
large-scale objects, such as ships, vehicles, etc. Pedestrian targets are relatively small in scale,
and their point cloud data is small and sparse. Lidar is a small and weak target, so detection is
very difficult.In infrared imaging technology, the brightness of an object is determined by
temperature and thermal radiation, and pedestrian temperature is usually higher than back-
ground, so pedestrian targets are generally brighter than background. Therefore, the research
on infrared pedestrian detection technology has great market application potential.The research
results can be applied to assisted driving, unmanned vehicle, intelligent video monitoring and
intelligent transportation.

At present, the commonly used pedestrian detection methods include traditional methods,
feature-based extraction methods, multi-information fusion methods and the emerging in-
depth learning methods. Traditional detection methods disadvantage low detection accuracy,
poor generalization ability and low robustness, which make it difficult to meet the application
requirements. Feature-based methods are provided with higher accuracy than traditional
methods, but they rely on manual feature extraction, poor generalization, and long operation
time, which cannot meet the practical application. In order to further improve the detection
accuracy, some scholars have proposed a method of multi-information fusion. Although this
method reduces the rate of leak detection, it is difficult to apply widely because of the high cost
of equipment.

In recent years, with the rapid development of artificial intelligence, Convolutional Neural
Network (CNN) [8] has made great achievements in solving many current object detection
problems. Its high detection accuracy and short detection time occupy the dominant position
and become the mainstream method of solving target detection problems. Network structures
such as SPP-net [7], Fast R-CNN, Faster R-CNN [14], R-FCN [4], YOLO [13], SSD [18]
appeared successively. Compared with traditional target detection methods, CNN does not
need to set a specific feature through experts. It can learn target features automatically through
a large number of samples and has strong generalization ability.

In order to reduce the false detection rate, Yong et al. [23] optimize the detection process by
using the correlation between pedestrian target and background, and use a multi-task depth
model to coordinate operation. However, this algorithm produces more candidate frames, takes
a lot of computations and time, and does not use regression operation on the generated
detection window, which results in inaccurate positioning of pedestrian targets. Girshick
et al. proposed a target detection algorithm [2] called region-nominated convolution network
(R-CNN). It uses traditional methods to extract about 2000 region nominations in the image,
then uses CNN to extract the feature vectors and input them into SVM, and finally uses
regression to correct the candidate box. R-CNN improves the detection accuracy, but this
method has complex training steps and takes a long time. To solve this problem, Che Kai et al.
[6] proposed an improved Fast R-CNN infrared pedestrian detection algorithm. An adaptive
ROI area extraction algorithm is proposed to reduce the number of ROI areas generated by the
network while ensuring the accuracy of pedestrian recognition in infrared images, which
greatly reduces the amount of computation and speeds up the pedestrian detection in infrared
images. Then, in order to make the positioning box more accurate, three different scales of a
priori box are selected to calculate its confidence level, and the coordinates of the results are
weighted. Experiments show that this feature fusion algorithm improves the reliability and
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accuracy of pedestrian detection in infrared images by comparing with the traditional algo-
rithm combining HOG features with SVM, the multi-feature fusion algorithm and the original
Fast R-CNN algorithm. However, using non-deep learning to extract candidate regions takes a
long time to detect.

Wang Dianwei et al. [1] proposed an improved algorithm for YOLOv3 for pedestrian
detection of infrared video, which has high miss detection rate and low accuracy. There are three
main improvements. First is to cluster the candidate boxes by K-means to select the optimal size
and number. Second, fine-tune the VOC dataset-trained network with different resolution images
to further improve the accuracy. Third, the network is trainedwith different sizes of images so that
the network can detect multi-scale images. Through experimental comparison and analysis, this
method can improve the detection accuracywithout restricting the user input image size, and has a
good detection effect for infrared pedestrians. However, for targets that overlap or are close to
each other, the miss rate is high and the generalization ability is weak.

Migrative learning can make up for this shortage and make full use of it before applying it
to new fields, which has good generalization performance. At the same time, because in
practice, the threshold for deep learning is very high. Training a network requires a large
number of samples and hardware resources. This makes in-depth learning not widely used.
This paper first changes the basic network of SSD (single shot multibox detector) to a lighter
MobileNet network, which greatly reduces the computational load and improves the training
time. And In order to get better results on small samples and low-configuration hardware, this
paper uses a combination of migration learning and in-depth learning to make full use of
previously labeled data, while ensuring the accuracy of the model on new tasks.

In this paper, using infrared image information, based on the SSD network, combined with
migration learning, the pedestrian detection of infrared image is studied, which mainly consists
of five parts, the main contents are as follows:

1. Introduction. This paper mainly introduces the current night pedestrian detection methods
and the research results of some scholars. Points out the problems in the current research
and the solutions presented in this paper.

2. Model introduction. The deep learning model used in this paper is SSD network. Change
its feature extraction network VGG-16 to a lighter MobileNet network. MobileNet V2
(1.4) network is used after considering both accuracy and parameter quantity.

3. Transfer learning. This paper mainly introduces a part of the theoretical knowledge of
migration learning and the migration strategies used in this paper.

4. Experimental results and analysis. First, the hardware configuration used in this paper is
introduced. Then, the OUS thermal infrared dataset and the preprocessing method for the
dataset are described. It is also expanded by transformations such as shift and random
clipping. Finally, the experimental results of this paper are displayed and compared.

5. Summary. The main work done in this paper is summarized.

2 Overview of deep learning algorithms

2.1 Introduction to deep learning algorithm

In 2006, Hinton et al. [5], the father of Neurology, studied and proposed deep learning
algorithm. In this algorithm, there are many neurons, which are independent of each other.
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By connecting with the upper neurons, the input of the lower neurons is received, and more
semantic information with abstract representation is obtained in the form of combination and
transformation, so as to achieve the purpose of internal distributed characteristics of learning
objectives. It belongs to a deeper neural network. Deep learning algorithm includes many key
technologies, including CNN, adaptive learning algorithm and so on.

2.2 Convolutional neural network

2.2.1 Network structure

CNN is a kind of multi-layer neural network, which is mainly used to recognize two-
dimensional features. CNN’s network structure is mainly composed of five parts: input layer,
convolution layer, pooling layer, full connection layer and output layer, which have strong
invariance in the face of translation, scaling and other deformations [19] [17]. CNN network
structure is shown in Fig.1.

2.2.2 Training process

In essence, the input and output of CNN is a kind of nonlinear mapping, which is mainly
learned by training the known model [22]. In order to ensure the success of training, CNN will
take initial value operation on network weight before model training, so as to carry out a series
of training work. The specific training process is divided into forward propagation and back
propagation stages.

CNN forward propagation refers to the process in which data samples are input to neural
network and output results are obtained after each hidden layer. Set the input of current layer as
xl − 1and the output as xl. the relationship between them is calculated by Eq. (1).

x l½ � ¼ f W l½ �x l−1½ � þ b l½ �
� �

ð1Þ

Where, l represents the number of layers of the neural network; W represents the weight; b
represents the bias; f(·) represents the activation function.

When CNN completes a forward propagation, it also needs to define a certain error to
express the network state after the completion of propagation. CNN’s back propagation stage
is the process of optimizing the network. The error is back propagation from the back to the
front. After receiving the error, the upper neurons update their own weights, and continue to

...

...

Input Layer Convolution Layer Pooling Layer Convolution Layer Pooling Layer Fully Connected 
Layer

Output
Layer

Fig. 1 Typical CNN network structure
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iterate the above process until convergence, and finally get the w and b which make the error
the smallest. The error of each output neuron and the whole network is minimized, so that the
actual output value is closer to the ideal value.

2.3 SSD model introduction

2.3.1 SSD network structure

The Single Shot MultiBox Detector (SSD) algorithm is composed of the basic network VGG-
16, and then several volume layers. The network structure of SSD is shown in Fig. 2, which
classifies the characteristic graphs of different sizes and can detect the targets at various scales.
It can be seen from the figure that the characteristic map sizes of the model are 38 × 38, 19 ×
19, 10 × 10, 5 × 5, 3 × 3, 1 × 1 [15]. After the network extracts the features, it is input into
the subsequent network to calculate the target location and target type. For targets of different
sizes, the previous solution is to perform multi-scale transformation on the original image and
detect them at different scales, while SSD algorithm solves this problem by introducing the
concept of default boxes. Default boxes is a candidate box with a fixed aspect ratio and size.
Fixed areas are selected in different convolution layers. Different receptive fields of different
convolution layers are used to detect targets of different sizes. Based on these areas, the
coordinates, size and object types of the candidate box are regressed through network
calculation. Finally, end-to-end training is realized through multi-scale loss function.

2.3.2 Mobilenet V2 + SSD network structure

The original SSD algorithm uses VGG-16 to extract features. The top-5 test accuracy of VGG-
16 on ImageNet dataset is 90.1%, which is higher than that of most networks. However, it has
more than 100 million parameters, so it has high computational complexity and slow calcu-
lation [24]. After that, some scholars put forward MoblieNet network structure, in which

Fig. 2 SSD network structure
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MoblieNet V1 parameters are more than 4 million, which is much less than VGG-16.
Moreover, MoblieNet V1’s top-5 accuracy on ImageNet dataset is 89.85%, slightly lower
than that of VGG-16, but the difference is not significant. Since MoblieNet V1 uses relu
activation function, it will cause data collapse [20]. In order to solve this problem, they
proposed MoblieNet V2 network. By changing the network structure and activation function,
MoblieNet V2 will not lose too much information and retain more complete features. Its
precision is higher than MoblieNet V1, and the parameter quantity is reduced by more than
700,000. Therefore, in this paper, MoblieNet V2 (1.4) network is used to replace VGG-16 for
feature extraction, which not only improves the detection accuracy, but also greatly shortens
the detection time. This paper compares the top-1 and top-5 test accuracy, number of
parameters and CPU running time of VGG-16 and MoblieNet networks. The results are
shown in Table 1.

In order to further improve the detection accuracy and reduce the training time, the original
feature extraction network VGG-16 of SSD network is replaced by mobilenet V2 network.
The improved network structure is shown in Fig.3. Extract conv11, conv13 and conv14_ 2,
Conv15_ 2, Conv16_ 2 and conv17_ 2-layer feature map for prediction classification. In Fig.3,
the red convolution box is the depth separable convolution, and the white convolution is the
ordinary convolution [16].

2.3.3 SSD network loss function

SSD loss function is defined as the weighted sum of localization loss (LOC) and confidence
loss (CONF), which can be calculated by Eq. (2).

L x; c; l; gð Þ ¼ 1

N
Lconf x; cð Þ þ αLloc x; l; gð Þ� � ð2Þ

In Eq. (2), N is the number of positive samples of the prior box, c is the predicted value of
category confidence, l is the predicted value of the corresponding boundary box of the prior
box, g is the position parameter of the real boundary box, and α is the weight coefficient.

Position error is defined by Smooth L1 loss and Eq. (3) and Eq. (4).

Lloc x; l; gð Þ ¼ ∑
N

i∈Pos
∑

m∈ cx;cy;w;hf g
xkijsmoothL1 lmi −bg j

mÞ
�

ð3Þ

smoothL1 xð Þ ¼ 0:5x2 xj j < 1
xj j−0:5 otherwise

�
ð4Þ

Table 1 comparison of feature extraction network schemes

network model Top-1(%) Top-5(%) MParams CPU(ms)

VGG-16 71.5 90.1 138 714
MoblieNet V1 70.81 89.85 4.2 123
MoblieNet V2 71.8 91 3.47 80
MoblieNet V2(1.4) 75 92.5 6.06 149
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Since l is the encoded value, g should be encoded first to get bg, and the calculation equation is
Eq. (5) and Eq. (6).

bgcxj ¼ gcxj −d
cx
i

� �
=dwi =variance 0½ � bgcyj ¼ gcyj −d

cy
i

� �
=dhi =variance 1½ � ð5Þ

bgwj ¼ log gwj =d
w
i

� �
=variance 2½ � bghj ¼ log ghj=d

h
i

� �
=variance 3½ � ð6Þ

In Eqs. (5) and (6), d is the prior box position and variance is the super parameter, which is
used to adjust the detection value to scale bg. For the confidence error, the softmax loss is
calculated by Eq. (7).

Lconf x; cð Þ ¼ − ∑
N

i∈Pos
xpijlog bcip� �

− ∑
i∈Neg

log bci0� �
where bcip ¼ exp bcip� �

∑pexp bcip� � ð7Þ

In Eq. (7), xpij∈ 1; 0f g is a parameter index, when xij
p ¼ 1, it means that the i prediction

boundary box matches the j real boundary box, and the boundary box category is p. c is the
predictive value of class confidence. The higher the probability prediction of p, the smaller the
loss, and the probability is generated by softmax.

3 Infrared pedestrian detection based on depth transfer learning

3.1 Transfer learning

In CCN, we repeatedly convolute the local region of a picture to reduce the area and increase
the number of channels [25]. From the interpretation of the convolution layer by Matthew D.
Zeiler and rob Ferguson, it can be seen that the shallow convolution layer summarizes the
more geometric abstract content. As the convolution layer becomes deeper and deeper, the
content of clustering becomes more and more specific. So if we keep the first n layers of
convolutional neural network and cut off the unwanted ones, the outline of training in the first
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Fig. 3 Mobilenet V2 + SSD network structure
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few layers is still very helpful to us. Based on this, the same function can be realized in the new
field through the data characteristics and model parameters learned in the previous field.

Transfer learning is a machine learning method, which is to transfer knowledge from one
domain (source domain) to another domain (target domain), so that the target domain can
achieve better learning effect [12]. The process of transfer learning is shown in Fig.4.Through
the data features and model parameters learned in the previous field, the same function can be
realized in the new field. Transfer learning is conducive to accelerate the convergence of the
model, fine data characteristic classification, and improve the classification effect.

Generally speaking, the amount of data in the source domain is sufficient, while the amount
of data in the target domain is very small. This scenario is very suitable for migration learning.
For example, we need to classify a task. The data in the task is not enough (target domain), but
there are many related training data (source domain). In this case, if appropriate transfer
learning methods can be adopted, the classification and recognition results of tasks with
insufficient samples can be greatly improved [19].

Migration learning has many advantages, such as small demand for data; Good generali-
zation and good results can be obtained on similar and different data sets; The training model is
stable and robust. It is easy to debug and can improve network performance. It is helpful to
accelerate the convergence speed of the model, refine the data feature classification and
improve the classification effect.

3.2 Migration strategy

The designed algorithm is used to learn the features of the target in the data set and train the
weight model which can detect the target. In this paper, migration learning is used to detect the
infrared pedestrian image, that is to initialize the network parameters based on the network
weight that MoblieNet V2(1.4) + SSD has trained and iterated 100,000 times on PASCAL
VOC data set. The training iterative weight model has the ability to extract features, and this
method can improve the network training effect and accelerate convergence. The main steps
are:

1. Use PASCAL VOC data set to train MoblieNet V2(1.4) + SSD network and save the
weight;

2. After transforming the ous infrared pedestrian data set into three channel image, we
expand the data, divide the training set and test set into 8:2, and transform them into
tfrecord format file;

3. The training set is used to fine tune the pre-trained MoblieNet V2(1.4) + SSD network.
Firstly, the pre-trained weight of PASCAL VOC data set is converted to the weight on the
hot infrared pedestrian data set of ous. The output layer layer, conv4, is then directly

Source data

Target data

Learning task 1

Learning task 2

knowledge

Fig. 4 Transfer learning flow chart
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involved Conv11, Conv13, Conv14_2, Conv15_2, Conv16_2 and Conv17_2. The net-
work weight of layer 2 is relearned. Then, the multi-scale feature map is fused by
convolution layer to generate the bounding box containing the probability of interested
objects, and the NMS is used to generate the detection results. Finally, the error of the
model in the training set is used to iterate the training model to get a reasonable model for
data fitting;

4. Input the test set into the trained model, and adjust the super parameters according to the
results;

5. Test set is used to evaluate the model and verify the robustness of the model.

The overall experimental flow is shown in Fig. 5. The black arrow represents the training
process, blue represents the verification process, and red represents the test process.

4 Experimental results and analysis

4.1 Experiment configuration and super parameter setting

The hardware and software configuration of this experiment is shown in Table 2.
In the process of network training, impulse constant is 0.9, initial learning rate is 0.0004,

multi-step strategy learning, weight attenuation coefficient is 0.0005, and beach size is 16. At
the same time, the learning rate and regularization coefficient are adjusted by observing the
change of loss function and the difference of training and testing accuracy.

After pre-training

Model weight

MoblieNet 

V2+SSD300

PASCAL VOC data set

Trained model

Weighted

MoblieNet 

V2+SSD300

Processed OUS training set

Pedestrian frame

Post processing OUS test set

Fig. 5 MoblieNet V2(1.4) + SSD migration learning flow chart

Table 2 Experimental configuration

name related configuration

operating system Windows 10 Enterprise 2015
CPU Inter Core i7
Deep learning framework Tensorflow-1.13.0rc2
data processing Python 3.5, Open CV
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4.2 Data set

In this paper, the OSU hot infrared pedestrian data set is a part of otcbvs benchmark database,
which contains 10 hot infrared image sequences under fixed monitoring perspective, totaling
284 images. The image capture environment is diverse, including sunny, cloudy and rainy
days [11]. Figure 6 is partial example of this dataset.

In Fig. 6, the weather conditions of the first and second images in the first row are light rain,
the third image is haze weather, and the fourth image is sunny. The first and second images in
the second row were taken in the morning, and the weather condition was less cloud. The third
and fourth images were taken in the afternoon, and the weather condition was less cloud.

4.2.1 Data preprocessing

The infrared pedestrian image is preprocessed for its low signal-to-noise ratio and low contrast.
In terms of denoising, several main denoising methods are compared. The experimental results
are shown in Table 3. Wavelet adaptive threshold denoising performs better in both structural
similarity (SSIM) and peak signal-to-noise ratio (PSNR) of images with the same noise than
each filter method. It not only filters out noise, but also retains good edge characteristics. In
this article, it is the first step for image processing. In this paper, the image is decomposed by
two layers using a coif2 discrete wavelet basis.

By comparing the histograms of several algorithms, an adaptive histogram equalization
method with limited contrast is used to improve the image contrast. The implement-tation steps
of the preprocessing are shown in Fig. 7.

In order to verify the generality of this method, five images of different weather in ous
thermal infrared pedestrian database are selected for experiment. The simulation results are
shown in Fig. 8. The first column in the figure is the original image, the second column is the

Fig. 6 Example of OSU thermal infrared pedestrian data set

Table 3 PSNR and SSIM values of each filtering method

evaluating
indicator

5×5 template
median
filtering

3×3 template
median
filtering

5×5 template
median
filtering

Gaussian
filtering

Bilateral
filtering

adaptive
median
filtering

Wavelet
adaptive
threshold

SNR 19.5501 21.7274 20.9566 21.1829 20.8755 21.7390 25.1936
PSNR 29.1098 31.2872 30.5163 30.7427 30.4352 31.2988 34.7533
SSIM 0.5848 0.6400 0.5863 0.6485 0.6441 0.6387 0.8240
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result of wavelet adaptive threshold denoising, and the third column is the result of the second
column image after adaptive histogram equalization with limited contrast. It can be seen that
the original image after the above process becomes smooth and clear, enlarges the details, and
improves the contrast and brightness.

4.2.2 Data set expansion

As there are only 284 images in OUS data set, in order to achieve better results, this chapter
uses data enhancement method to expand the data set, mainly for turning up and down 10% of
the images, mirror turning 50% of the images, left and right translation 20%, shear transfor-
mation, image scaling 80% to 120%, random rotation, after the expansion of the data set to
2823 images. Figure 9 is partial image of the expanded dataset.

Because the infrared image is a single channel image, and the MoblieNet V2(1.4) + SSD
network requires the input image to be a three-channel image, this paper uses the method of
assigning the original channel value to RGB three channels to transform the infrared image
into three channels. Then, the 2823 pedestrian images are labeled with LabelImg, and the
correspond-ing .xml format label of the infrared pedestrian image is constructed. Finally, the
data set label is converted to .csv format, and the image name, image width and height, target
category and coordinates contained in the image label of .xml format are written into the table

Infrared 

pedestrian 

image

Wavelet adaptive 

threshold denoising

Adaptive histogram 

equalization with limited 

contrast

Processed 

image

Fig. 7 infrared image preprocessing

Fig. 8 Simulation results
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file. At the same time, the data set is divided into training set and test set in the proportion of
8:2. The specific values of the data set are shown in Table 4.

In SSD network, the label information contained in .xml format and .cvs format files can
not be processed directly. It needs to be further converted into tfrecord format files that can be
read by the network .tfrecord format file is a binary file that is more convenient to copy and
move, and does not need a separate label file. Convert the image and label in .xml format to
.tfrecord format file for reading.

4.3 Evaluating indicator

When IOU > 0.5 in the experimental results, it indicates that the prediction is successful.
Generally, precision (P), recall (R) and mean average precision (map) are used to evaluate the
model. Table 5 shows the confusion matrix.

The accuracy rate, also known as the precision rate, indicates how many real cases are
predicted out of the positive cases, and is calculated by Eq. (14).

Precision ¼ TP
TP þ FP

ð14Þ

Recall rate indicates how many of all positive samples are predicted correctly, which is
calculated by Eq. (15).

Recall ¼ TP
TP þ FN

ð15Þ

Average precision (AP) is a value between 0 and 1, which can measure the quality of the
model. Use formula (16) and formula (17) to calculate.

AP ¼ ∑
1

r¼0
rnþ1−rnð Þpinterp rnþ1ð Þ ð16Þ

Fig. 9 is the partial image of the expanded dataset

Table 4 Specific data set values

data set Number of images Number of pedestrians

Training set 2258 5568
Test set 565 1336
total 2823 6904
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pinterp rnþ1ð Þ ¼ maxer ≥ rnþ1

p er� �
ð17Þ

mAP means that the mean accuracy rate is average for all classes of AP.

4.4 Experimental result

To verify the accuracy of the weight model to detect the target, we mainly look at the average
accuracy mean (mAP) calculated after detecting all the data in the test set. In this paper, Adam
descent method is used to train all pictures in batches, which improves the speed of updating
all parameters when the gradient descends, and obtains the optimal value of parameter solution
as much as possible. In this paper, the number of pictures per input model training is 16, the
number of iterations is 9000, and the accuracy of the final test set is 94.8%. According to the
map calculated by every 10,000 verification, the curve of accuracy increasing with the number
of steps is drawn as shown in Fig. 10.

Figure 10 shows the convergence curve of the loss value in the training process, the
abscissa is the number of iterations, and the maximum number of iterations is 9000. Finally,
the total loss decreased to about 1.94, and the result of network training was ideal.

Localization_loss in Fig. 11 is the loss of boundary box regression. Classification_loss is
the loss that classifies the detected objects into various categories. The total_loss is total loss.

It can be seen from Figs. 10 and 11 that the curve of both accuracy and loss is fluctuant, not
smooth. This is because the Adam descent method is adopted in this paper. Each training is only a
batch of images in all data sets. The loss and accuracy of this batch of images are calculated. It can
be seen from Figs. 9 and 10 that although the curve is fluctuating, the overall trend of accuracy is
The potential is rising, the loss is falling, and the model is converging gradually.

Table 5 confusion matrix

The truth Forecast results

Positive example Negtive example

Positive example TP(True Positive) FN(False Negtive)
Negtive example FP(False Positive) TN(True Negtive)

Fig. 10 Map function curve
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From Fig. 10, it can be seen that with the increase of training times, the map is constantly
improving, and the curve change of accuracy rate between 0 and 2000 iterations is very
obvious, which means that the model is in the learning stage; after 3200 iterations, the curve
of accuracy rate is basically stable, and there is no significant change, because the model is
gradually converging The update of the number is fitting to the optimal solution. When the
number of training reaches 5000, the accuracy tends to saturation. When the number of
training reaches 9000, the average accuracy of MoblieNet V2(1.4) + SSD algorithm is
about 94.8%.

The data set of this paper consists of the original OUS thermal infrared pedestrian data set
and the expanded image based on it. Figures 12 and 13 are partial image detection results. In
the test, the algorithm network is built first, and then the weight model of 9000 training times is
directly called to calculate the position offset, target category and predefined box position of
the target in the picture. According to the predefined box position and position offset, the final
position of the target (target center, target length and target width) is obtained. The yellow
green color is set to draw the target frame, and the target is given as a certain type Probability.
Figure 12 shows the processing results of the original ous thermal infrared data set image in the
data set of this chapter. When the prediction probability is more than 50%, the target is
considered to be a pedestrian. In Fig. 12(a), the probability of the first image classified as a
pedestrian for three targets is 75%, 92% and 96% from left to right. All the three images can be
predicted successfully.

(a) localization_loss function curve (b) classification_loss function curve

(c) Total loss curve

Fig. 11 Loss function curve (a) localization_loss function curve (b) classification_loss function curve (c) Total
loss curve
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Figure 13 shows the detection results of the image after the original OUS thermal infrared
pedestrian data set image is expanded in the data set. The enlarged image is obtained by free
combination of a series of transformations such as rotation, scaling, and flipping of the original
image, as shown in Fig. 13(a). Figure 13(b) is the detection result. It can be seen that the 5
transformed images can be detected successfully.

4.5 Comparison of experimental results

4.5.1 Comparison of common network parameters and test time

Table 6 shows the base network VGG-16 in SSD, and compares the amount of operation and
parameters of lightweight network MoblieNet V2(1.4). FLOPs are floating-point operators,
which measure the complexity of the model.

(a) Transformed image (b) detection result

Fig. 12 Pedestrian detection results in infrared image (a) Transformed image (b) detection result
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(a) Transformed image (b) detection result 

Fig. 13 Pedestrian detection results of transformed infrared image (a) Transformed image (b) detection result
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Table 7 shows the comparison of commonly used pedestrian detection network parameters
and CPU test time. It can be seen that the network used in this article has fewer parameters and
low computational complexity.

4.5.2 Comparison of data set before and after optimization

The network model can achieve better results and improve the detection accuracy by
expanding the hot infrared pedestrian data set of ous. Table 8 shows the comparison of
network performance after the expansion and optimization of data set.

4.5.3 Comparison of detection results of improved algorithm

In this paper, the average accuracy rate, recall rate and detection time are used as the
evaluation criteria of different algorithms in the task of pedestrian target detection in
infrared image, taking into account the two requirements of accuracy and recall, measuring
the overall performance of the algorithm, and evaluating the detection performance of
different algorithms for pedestrian target more comprehensively. Table 9 shows the com-
parison of mAP, R, and single picture detection time of the data set in this paper under
different network models.

It can be seen from Table 9 that the accuracy of the method in this paper is significantly
higher than that of other methods, and the detection time is greatly reduced. The detection
effect of infrared image is better than fast RCNN, YOLO and SSD. Its mAP can reach
94.8%.

Table 6 Comparison of parameter quantity and calculation quantity of basic network

Basic network FLOPs MParams

VGG-16 [10] 15.47*109 138
MoblieNet V2(1.4) 0.72*109 6.06

Table 7 Comparison of pedestrian detection network parameters

network model MParams CPU(ms)

SSD 262 98.7
YOLO v3 [3] 235 82.4
MoblieNet V2(1.4)+SSD 124 71.2

Table 8 Recognition results before and after data set optimization

Data set processing method mAP(%)

Before data expansion 64.17
After data expansion 90.23
After data optimization 94.80
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4.5.4 Comparison of test results of different data sets

Table 10 shows the training results of different data sets under the network in this paper. It can
be seen that the map of cvc-09 is significantly lower than that of the data sets used in this
paper. This is because the image background in cvc-09 dataset is complex and there are many
occlusion, which reduces the accuracy.

5 Conclusion

At present, pedestrian detection technology has become a research hotspot, which is widely
used in vehicle assistant driving, driverless vehicle, intelligent video monitoring, intelligent
transportation and other aspects. At night, due to the poor illumination and other condi-
tions, the imaging effect of visible light camera is poor, which affects the effect of
pedestrian detection. Infrared imaging technology can work around the clock by capturing
the heat emitted by the object, which can effectively solve this problem. Traditional
methods need complex feature design and feature extraction. In this paper, a detection
method based on transfer learning is proposed by using deep learning method, and
MoblieNet V2(1.4) + SSD is used in Pascal The network weight on VOC data set
initializes the new MoblieNet V2(1.4) + SSD network. The weight of the layer directly
related to the output layer will be learned again and again through the infrared image data
set, and a reasonable model of data fitting is obtained, which is more suitable for infrared
image pedestrian detection. Input the test set into the trained model, adjust the super
parameters according to the results, and improve the accuracy of the network. Experiments
show that this method improves the network accuracy, reduces the network training time
and iteration times, and speeds up the network convergence. Through the migration
learning, the complexity and running time of the network are reduced. The experimental
results show that the network structure proposed in this paper improves the performance of
VGG16 network and can solve the problem of pedestrian detection in infrared image
Appendix Table 11.

Table 10 Comparison of test results of different data sets

data sets mAP(%)

OUS 94.8
CVC-09 90.6

Table 9 Identification results of different models in the data set of this paper

Model mAP(%) R(%) Test time (ms)

Faster-Rcnn 79.1 74.35 2374
YOLO 75.25 69.79 1653
SSD 77.86 72.33 3428
Methods of this paper 94.8 85.94 530
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