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Abstract
Research on recognizing the speeches of normal speakers is generally in practice for
numerous years. Nevertheless, a complete system for recognizing the speeches of persons
with a speech impairment is still under development. In this work, an isolated digit
recognition system is developed to recognize the speeches of speech-impaired people
affected with dysarthria. Since the speeches uttered by the dysarthric speakers are
exhibiting erratic behavior, developing a robust speech recognition system would become
more challenging. Even manual recognition of their speeches would become futile. This
work analyzes the use of multiple features and speech enhancement techniques in
implementing a cluster-based speech recognition system for dysarthric speakers. Speech
enhancement techniques are used to improve speech intelligibility or reduce the distortion
level of their speeches. The system is evaluated using Gamma-tone energy (GFE) features
with filters calibrated in different non-linear frequency scales, stock well features, mod-
ified group delay cepstrum (MGDFC), speech enhancement techniques, and VQ based
classifier. Decision level fusion of all features and speech enhancement techniques has
yielded a 4% word error rate (WER) for the speaker with 6% speech intelligibility.
Experimental evaluation has provided better results than the subjective assessment of the
speeches uttered by dysarthric speakers. The system is also evaluated for the dysarthric
speaker with 95% speech intelligibility. WER is 0% for all the digits for the decision level
fusion of speech enhancement techniques and GFE features. This system can be utilized
as an assistive tool by caretakers of people affected with dysarthria.

Keywords Gamma tone energy features . Modified group delay Cepstrum . Stockwell cepstral
features . Dysarthric speech recognition . Speech enhancement . Clusters

Multimedia Tools and Applications (2022) 81:31245–31259
https://doi.org/10.1007/s11042-022-12937-6

* Arunachalam Revathi
revathi@ece.sastra.edu

1 Department of ECE/SEEE, SASTRA Deemed University, Thanjavur, India
2 Department of CSE/SoC, SASTRA Deemed University, Thanjavur, India

# The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2022

http://crossmark.crossref.org/dialog/?doi=10.1007/s11042-022-12937-6&domain=pdf
mailto:revathi@ece.sastra.edu


1 Introduction

It is observed that dysarthric speakers are finding difficulty in producing speech because their
muscles are weak. In addition, because of the neurological defects caused due to the degen-
erative motor disorder, dysarthric speakers exhibit speech impediments in speaking. Human
communication occurs through speech, emotions, facial expressions, and sign language.

1.1 Related works

Speeches uttered by dysarthric speakers become distorted and disordered, making it difficult
for others to understand their speeches. Dysarthric speakers take more time in uttering a single
word, and the speaking rate is low. They do not have proper control over - the volume,
loudness, articulatory movements in producing speech. The Recognition system [22, 26]
recognizes the speeches of people affected with cerebral palsy by using acoustic and language
models. The severity of the problem of dysarthric speakers is assessed to develop the system
[27] to recognize their speeches. The voice conversion process [2] is used for dysarthric
people. Kernel transformation and locality sensitivity Discriminant analysis transforms the
spectral features into discriminative phoneme features. Transformation of normal speeches into
dysarthric speeches to augment the data [11] and machine learning classifiers are used for
classification. Speech recognition is implemented [25] using Convolutional networks. A
combination of modeling techniques [7] is used for speech recognition to ensure better
performance. Rhythmic knowledge [23] of dysarthric speeches improves the system’s accu-
racy. The connectionist approach and speech recognition assess the problem associated with
dysarthria using the Hidden Markov model (HMM). It is proposed to have a system [20] to
transform the speech of a speaker with speech impairments into a more intelligible form. Voice
conversion based on Non-negative matrix factorization [1] is better than Gaussian mixture
modeling-based. Integration of acoustic models with articulatory information is used to
improve the accuracy of the dysarthric speech recognition system. The problem of dysarthric
speakers in speaking is analyzed [28] using deep learning networks. Modification is done on
dysarthric speeches by temporal and spectral parameters [18, 19] to improve intelligibility. The
severity of the problems associated with dysarthric speakers are analyzed [14], and HMM is
used for modeling & classification. In this work on speaker-independent dysarthric speech
recognition, Gamma tone energy features, Modified group delay cepstrum, stock well features,
and cluster-based modeling techniques are used to assess the performance of the dysarthric
speech recognition system. Performance is augmented by utilizing speech enhancement
techniques before extracting features from speech. In the previous literature, speech enhance-
ment techniques are not exploited in dysarthric speech recognition. So, our work emphasizes
the use of existing speech enhancement techniques for improving the performance of the
dysarthric speech recognition system.

2 Dysarthric speech database [12]

Evaluation of any speech-based recognition system is done using the metrics such as recog-
nition rate and time taken for computation. Speech utterances of dysarthric speakers aged
between 18 and 51 are taken. Speech utterances of two female speakers with 6% and 95%
speech fluency are taken for evaluating the system. Four normal speakers assess the subjective

31246 Multimedia Tools and Applications (2022) 81:31245–31259



evaluation of their speeches, and the test results are taken for effective comparison between
manual recognition and recognition by an automated system. Experimental evaluation outper-
forms manual recognition for the speaker with 3% speech intelligibility. Experimental and
subjective evaluation performs equally for the speaker with 95% intelligibility. A table listing
the dysarthric speakers considered in our work with their intelligibility scores [12] is indicated
in Table 1. Speech intelligibility is assessed by performing a transcription of words by human
listeners.

3 Analysis – Dysarthric speech

It is essential to analyze the speeches of dysarthric speakers and normal speakers. This is
performed to assess the distortion level and degree of variation of dysarthric speeches with
normal speeches. There is a variation in the pronunciation of utterances among dysarthric
speakers. Depending on the speech intelligibility of dysarthric speakers, speeches uttered by
them would have significant variations in style, obscurity, comprehension, and so on. So,
manual recognition of their speeches would prove to be futile. Hence, it is necessary to develop
an automated system to recognize their speeches and act as a translator facilitating others to
help them provide necessary assistance. To show the characteristics of the speech uttered by a
dysarthric speaker, spectrogram analysis is done on the speech utterances corresponding to the
isolated digit “one.” Figure 1 describes the speech along with its spectrogram for the digit
“one” uttered by one of the dysarthric speakers considered in our work. Seven repeated trials
of uttering the same word show more significant variations in volume, loudness, amplitude,
and frequency components.

For effective comparison, utterances spoken by normal speakers are taken, and spectral
analysis is done. Figure 2 gives the details about the seven trials of the utterance for the
isolated digit “one” spoken by one of the normal speakers in the “TIMIT” database [8].
Speeches are pronounced uniformly with no variations in maximum amplitude, loudness, and
frequency components. However, there is a pause between the utterances. So, the subjective
and experimental assessments have yielded promising results for recognizing speeches of
normal speakers.

Correlation analysis is done to understand the articulation of dysarthric and normal speakers
uttering the words. Figure 3 indicates the results of the correlation analysis performed with
speech utterances of dysarthric speakers. The amplitude of each sample in cross-correlated
signal does not resemble the original utterance of dysarthric speakers, and it is revealed that
speeches of the same utterance of the same dysarthric speaker are disjoint.

Table 1 Dysarthric speakers with speech intelligibility levels

Speaker Age Speech intelligibility (%)

M01 ➢ 18 Very low (10%)
M04 ➢ 18 Very low (2%)
M07 58 Low (28%)
M09 18 High (86%)
F05 22 High (95%)
F03 51 Very low (6%)
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Figure 4 depicts the results of performing correlation analysis between speech utterances of
normal persons [28]. When the samples of the cross-correlated signal are analyzed, it is
revealed that utterances of the same normal speakers show a resemblance with a speaker’s
utterances.

4 Implementation of speaker independent speech recognition system

An automated system is developed to recognize isolated digits uttered by dysarthric speakers
in this work. Speaker-dependent speech recognition systems are meant for persons with
impairments. However, speaker-independent systems are developed; they would be universal-
ly used to recognize any dysarthric speaker’s speeches. The training phase implemented in this
work contains the feature extraction and template creation phases. The feature extraction phase
encompasses the extraction of prospective features that are as consistent as possible within a
speaker and vary as much as possible between speakers. Features should be uniquely or

Fig. 1 Illustration of variations in Speech signal with spectrogram – Dysarthric speaker (M07)

Fig. 2 Illustration - Speech signal and spectrogram – Normal speaker (TIMIT database) F5
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specifically describing the characteristics of speakers. The success of the system also depends
on the usage of modeling techniques. Modeling techniques are appropriately implemented to
improve the success rate of the automated speech recognition system, and templates are
created also should be unique to the speech/speaker. It is required that the test feature vectors
are applied to the templates, and based on the type of classifier used, test speech is identified as
associated with the pertinent template. So, the system’s performance depends on the feature
selection, robust template creation technique, and appropriate testing procedure that can be
used to recognize the speeches of any speaker. It is also essential to use the techniques to
improve the distorted speeches of dysarthric speakers comprehensively for better system
performance.

4.1 Speech enhancement techniques

Various algorithms implemented using signal processing techniques aim to improve speech
quality. These techniques improve the intelligibility or overall perceptual quality of the
degraded speech. Speech enhancement implements noise removal techniques to improve the
intelligibility of distorted speech. Speech enhancement finds applications in mobile phones,
voice-over-internet protocol, audio teleconferencing, and digital hearing aids.

Fig. 3 Correlation analysis – speech utterances of dysarthric speaker M07

Fig. 4 Correlation analysis – speech utterances of normal speaker F5
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The noisy speech is represented by the Eq. (1)

Y ¼ X þ N ð1Þ
Y Noisy speech vector.
X Clean speech vector.
N Noise vector.

Speech enhancement techniques used in our work are single-channel online speech en-
hancement [4], speech enhancement using minimum mean squared error log spectral ampli-
tude and spectral amplitude extractor [5, 6], speech enhancement using wavelets [13], speech
enhancement using probabilistic geometric approach & geometric approach [10, 15], and
speech enhancement using phase spectrum compensation [24] for reducing distortion level of
the speeches.

4.2 Feature extraction

Speech is considered a random signal defined as variations in acoustic pressure as a function of
time. Features extracted from the speech are classified as the source and system features. Source
features are extracted from the excitation signal. System features are normally cepstral features
derived from the speech by analyzing the frequency domain. Filter banks in different frequency
scales are designed to simulate the human ear mechanism of perceiving sounds. Features used for
evaluating the work are Gamma-tone energy (GFE) features with filters scaled in BARK, MEL,
and equivalent rectangular bandwidth (ERB) scales, MGDFC, and Stockwell features. The
cochlea in-ear is a vital organ to receive sounds by using the basilar membrane present in it.
Different frequency components are responded by the basilar membrane with vibration in
different positions according to the intensity of sounds. Gamma tone filter bank used for Gamma
tone energy feature extraction [17] would better simulate a mechanism of the basilar membrane to
perceive speech as a representation of the sequence of sounds. Short-time phase spectra can also
be used to analyze the characteristics of the speech, like short-time magnitude spectra. Transitions
in the phase spectrum of the signal constitute formant frequencies as resonances of the vocal tract.
Modified group delay cepstrum (MGDFC) [9, 16] is a feature extracted from speech. Discrete
orthogonal stock well transform cepstrum (DOSTC) and discrete cosine Stockwell transform
cepstrum (DCSTC) [16, 21] are obtained by performing transformation in DFT/DCT domains,
bandwidth portioning, band selection, and IDFT/IDCT on selected frames of the pre-processed
speech. The pre-processing techniques include voice activity detection, pre-emphasis, frame
blocking, and windowing modules.

4.3 Implementation of template creation module

For any recognition system, it is needed to have models with a reduced set of parameters.
Various modeling techniques create templates. Vector quantization (VQ) [3, 16, 17] based
clustering technique is used to produce the reduced size of the cluster set from the larger size
training data for each isolated digit uttered by a dysarthric speaker. During testing, feature
vectors are extracted from the test speech after performing analysis based on pre-processing
techniques and applied to the models. Euclidean distance is computed between the test vector
and cluster centroids, and the minimum distance is derived. Finally, the digit is recognized as
corresponding to the model based on a minimum of averages.
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4.4 Experimental evaluation – Results and discussion

An isolated digit recognition system for dysarthric speakers is evaluated by considering
Gamma tone energy, Modified group delay cepstrum, and Stockwell cepstrum as features
and VQ models and minimum distance classifier. Speech enhancement techniques are used to
enhance the quality of distorted dysarthric speeches, and performance is analyzed for each
technique for all features and models. The proposed speech recognition system consists of two
phases for training and testing, respectively. Twenty-nine speech utterances for each digit
spoken by five dysarthric speakers (M09, M07, M04, M01, F05) are taken for training, and
seven speech utterances in each digit spoken by the speaker F03 are considered for testing.
Speech utterances are concatenated and taken directly, and features are extracted. Enhanced
speech is obtained by applying speech enhancement techniques on the concatenated speech,
and features are extracted from the enhanced speech. Models are created for features of the
original speech and enhanced speech. These models are stored as templates for each isolated
digit. Test speech utterances are concatenated, features are extracted. Speech enhancement
techniques are applied on the concatenated test speech, and features are extracted for enhanced
speech. Test feature vectors are applied to the appropriate templates, and an isolated digit is
recognized based on the minimum distance classifier. A decision level fusion classifier is used
for Gamma tone energy features/MGDFC & Stockwell cepstrum and model by integrating
results of all speech enhancement techniques. Table 2 indicates the type of speech enhance-
ment technique used in our work. The spectrogram in Fig.5 depicts the characteristics of
speeches in the time-frequency domain by applying speech enhancement techniques.

A decision-level fusion classifier is depicted in Fig.6. Table 3 details the experimental evaluation
of speech enhancement techniques by using perceptual evaluation of speech quality (PESQ) as a
metric. PESQ is computed between the speech utterance for the digit “one” uttered by the dysarthric

Table 2 Speech Enhancement Techniques Description

Enh-1 Single-channel online speech enhancement

Enh-2 Speech enhancement using mean squared error log spectral amplitude extractor
Enh-3 Speech enhancement using mean squared error spectral amplitude extractor
Enh-4 Speech enhancement using wavelet denoising
Enh-5 Speech enhancement using a probabilistic geometric approach
Enh-6 Speech enhancement using a geometric approach
Enh-7 Speech enhancement using phase spectrum compensation

Fig. 5 Spectrogram plots – Speech enhancement techniques
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speaker with 6% and 95% speech intelligibility for all the speech enhancement mechanisms.
Reference speech is the speech uttered by a dysarthric speaker with speech intelligibility, and
degraded speech is the one uttered by a dysarthric speaker with 6% intelligibility.

This decision level fusion classifier classifies the pertinent speech based on the correct
classification for any features, modeling technique, and speech enhancement techniques. Evalu-
ation of the system is done for recognizing dysarthric speeches against the use of the feature with
decision level fusion on speech enhancement techniques and themodel. Individual word error rate
(WER) for some isolated digits is 0%, with overall WER for decision level fusion of features,
models, and speech enhancement techniques 4%. Individual WER for some isolated digits is
relatively more because the testing is done with speech utterances of a dysarthric speaker with
only 6% speech intelligibility. The system’s accuracy can be enhanced by training the models
with more data. Testing is also done for the speaker with 95% speech intelligibility. It is observed
that overall WER is 0% for the speaker with 95% intelligibility. Hence, the system’s accuracy
depends on the use of test utterances from speakers with a level of intelligibility and the selection

Fig. 6 Decision level fusion classifier

Table 3 Assessment of speech enhancement techniques using PESQ

Speech enhancement technique PESQ

Enh-1 1.585303
Enh-2 1.542812
Enh-3 1.53715
Enh-4 1.442755
Enh-5 1.600728
Enh-6 1.470871
Enh-7 1.509319
Without speech enhancement 1.437014

31252 Multimedia Tools and Applications (2022) 81:31245–31259



of features, models, and speech enhancement techniques. Because of the variations in intellig-
ibility levels of dysarthric speakers, the system poses difficulty in ensuring better accuracy for the
speaker with low intelligibility for the individual consideration of features, model, and speech
enhancement mechanisms But, the decision level fusion classification based on the integration of
decision indices of features, model and speech enhancement techniques ensures the goodWER of
4% besides 0% as individual WER for several isolated digits for the speaker with 6% intellig-
ibility. Figure 7 indicates the system’s performance for Gamma tone energy (GFE) features with
filter bank analysis done in ERB, MEL, and BARK scales. Integration of features and speech
enhancement techniques for the VQ model is 21% as overall word error rate (WER) for the
speaker with 6% speech intelligibility.

Dysarthric speaker F03 (6% speech intelligibility).
Figure 8 indicates the system’s performance for the integration ofMGDFC,DCSTC, andDOSTC

features and speech enhancement techniques for the speaker F03 with 6% speech intelligibility.
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Fig. 7 Performance of the GAMMA TONE ENERGY features based dysarthric speech recognition system
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Fig. 8 Performance of the MGDFC, DCSTC, and DOSTC features based dysarthric speech recognition system
Dysarthric speaker F03 (6% speech intelligibility)
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Figure 9 depicts the system’s performance for Gamma tone energy features for the speaker
with 95% speech intelligibility.

Figure 10 gives the performance analysis of the system for MDGFC, DCSTC, and DOSTC
features and integrated speech enhancement for the female speaker with 95% speech
intelligibility.

Figure 11 describes the evaluation of the system for decision level fusion of features and
speech enhancement techniques for the VQ-based minimum distance classifier.
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Fig. 9 Performance of the system (Gamma tone energy features) for the speaker F05 with 95% speech
intelligibility
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Fig. 10 Performance of the system (MGDFC, DCSTC, and DOSTC features) for speaker F05 with 95% speech
intelligibility
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The decision level fusion classifier performs well for a dysarthric speech recognition system
ensuring that WER is less than 10% for all the isolated digits except the digit ‘Four.’ Fig.12
gives comparative analysis between experimental and subjective assessment of dysarthric
isolated digit recognition system for the speaker F03 with 6% speech intelligibility. For many
isolated digits, experimental evaluation outperforms the manual recognition of isolated digits.
However, experimental evaluation and subjective assessment have provided 0% WER for the
speaker F05 with 95% speech intelligibility for all the isolated digits. WER is 100% for
manually recognizing the isolated digits’ two’ and ‘five.’ WER is less than 2% for experi-
mental assessment of these digits. It is ensured that experimental evaluation using the features,
models, and speech enhancement techniques has provided better accuracy than manual
recognition. Four normal speakers are instructed to spontaneously listen to the utterances in
each isolated digit spoken by the F03 speaker, and subjective evaluation is done accordingly.
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Fig. 12 Comparative analysis – Experimental and subjective assessment – F03 dysarthric speaker
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Fig. 11 Performance of the decision level fusion system for the speaker F03 with 6% speech intelligibility
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Table 4 describes the efficiency of the dysarthric speech recognition system with the
integration of GFE features for the speech enhancement techniques considered separately. It
indicates the performance of the isolated digit recognition system in terms of WER. Average
WER is less for the system with phase spectrum compensation speech enhancement technique.

Table 5 indicates the comparative analysis between our proposed method and the paper [26].

Table 4 Performance evaluation – integration of GFE features for speech enhancement techniques

Speech enhancement technique one two three four five six seven eight nine zero Average

No enhancement 63.6 67.9 14 91 41 85 63 79 83 99 69
Single-channel online speech

enhancement
39.8 67.9 53 90 62 77 52 99 39 85 66

Speech enhancement using mean
squared error log spectral amplitude
extractor

76.1 56.8 49 97 32 96 78 92 69 95 74

Speech enhancement using mean
squared error spectral amplitude
extractor

47.7 35.8 13 83 27 84 87 87 76 ## 64

Speech enhancement using wavelet
denoising

31.8 79 19 95 26 82 34 88 55 97 61

Speech enhancement using a
probabilistic geometric approach

44.3 81.5 85 97 14 89 72 86 60 66 69

Speech enhancement using a
geometric approach

55.7 85.2 11 72 6.7 85 77 99 31 88 61

Speech enhancement using phase
spectrum compensation

47.7 37 60 95 23 72 69 47 40 99 59

Table 5 Comparative analysis – Proposed work and the paper [26]

Paper Parameters considered

[26] Task – Character recognition for dysarthric speeches (speaker-dependent)
Dataset – ATR Japanese speech database and number of words – 216,432,648,864
Features used – MFCC and its velocity and acceleration coefficients
Modeling technique used - RNN.
Performance metric – CER- Dysarthric speaker 1 – Top- 1- 23.2% and Top-3 -19.2%
CER-Dysarthric speaker 2 – Top-1-30% and Top-3 -24.9%

Our proposed
method

Task – Isolated digit recognition for dysarthric speeches (Speaker independent)
Dataset – TORGO database and number of isolated digits - 10
Features used – GFEERB,GFEMEL,GFEBARK, MGDFC,DCSTC and DOSTC
Modeling technique used – VQ
Speech enhancement techniques used – 7
The performance metric used – WER
F03 speaker with 6% speech intelligibility
Decision level fusion of speech enhancement techniques for GFE features – 21% WER
Decision level fusion of speech enhancement techniques for MGDFC, DOSTC, and DCSTC

features −26% WER
F05 speaker with 95% speech intelligibility
Decision level fusion of speech enhancement techniques for GFE features – 0% WER
Decision level fusion of speech enhancement techniques for MGDFC, DOSTC, and DCSTC

features −4% WER
Experimental and Subjective assessment
F03 speaker – Integration of features and speech enhancement techniques – 4% WER -

Experimental assessment
F03 speaker – 45.3% WER - Subjective evaluation
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5 Conclusion

This paper discusses the use of speech enhancement techniques to improve the quality of
distorted dysarthric speeches to augment the recognition system’s performance to identify the
isolated digits uttered by dysarthric speakers. This automated system uses feature extraction,
VQ-based modeling technique, and speech enhancement techniques to assess the performance
of the dysarthric speech recognition system by using test utterances of speakers with 6% and
95% speech intelligibility. The feature extraction process imbibes the extraction of Gamma
tone energy features with filters in filter bank calibrated in ERB, MEL, and BARK scale,
modified group delay cepstrum, and Stockwell Cepstral features. Templates are created using
the VQ-based modeling technique for the training set of feature vectors. Test utterance is
classified as corresponding to the pertinent digit by using the minimum distance classifier. Test
results are compared with manual recognition of isolated digits uttered by the speakers
considered for testing. The decision level fusion classifier implemented using the integration
of features and speech enhancement techniques yielded better results than the subjective
assessment of test utterances corresponding to the isolated digits. Experimental evaluation
outperforms the subjective assessment for testing the utterances of a dysarthric speaker with
6% intelligibility. However, the manual recognition and experimental evaluation have yielded
the same results for the dysarthric speaker with 95% speech intelligibility. This automated
system can be a translator to convert the speeches of dysarthric speakers into intelligible
speeches so that caretakers can provide necessary assistance to the dysarthric speakers. It helps
improve the social status of the dysarthric speakers and assists them in leading a respectful life
in society.
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