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Abstract
The 3D reconstruction technology based on stereo vision directly acquires the 3D model
of the object through two 2D images. The reconstruction is recovered highly automated.
It does not require any prior information and special hardware support. However, for
large outdoor scenes, the existing 3D reconstruction technology based on stereo vision
often has detailed information loss and data scattering, which makes the reconstruction
result less accurate. For this problem, a novel binocular vision system for 3D reconstruc-
tion in large-scale scene is proposed. This system uses the calibration rods to perform the
calibration calculation based on the polar line correction, and then it utilizes the weighted
least squares filter(WLSF) to denoise and smooth the depth map, finally, the point cloud
is reconstructed. The results of experiment show that compared with the traditional stereo
vision system, the calibration results of new system is more accurate and the calibration
space is expanded. The depth map is smoother and less noisy. The system can reconstruct
the 3D point cloud of large scene more stably and accurately, has high practical value.
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1 Introduction

With the rapid development of technologies such as augmented reality and virtual reality, the
demand for geometric 3D models is also rising. 3D reconstruction technology is a very
important research topic in the field of modeling, and its innovation and optimization become
very important. Today’s computer hardware and software levels have been rapidly improved.
More and more excellent and classic 3D reconstruction algorithms have been successfully
applied in various fields, and the reconstruction and rendering accuracy of large-scale, high-
complexity 3D scenes. The real-time performance is also constantly improving, and the
difficulty is greatly reduced. In the early 3D reconstruction, modeling tools such as AutoCAD
and 3DMAX were mainly used, but for large-scale scenes, it was impossible to solve the
problem that the workload was too large and the reconstructed scene lacked reality. Therefore,
a three-dimensional reconstruction method using a laser scanner has been proposed. The
reconstruction accuracy of this method is relatively high, and the reconstructed three-
dimensional model is more accurate and close to reality, but the scanning time required for
this method is extremely long, and one scan is required [18]. Larger scale scenarios often take
hours or even days. In addition, optical devices such as laser scanners are expensive and are
not suitable for general applications, and in some special fields, such as cultural relic protection
applications, it is often impossible to use lasers to illuminate objects to be reconstructed [10,
16]. Therefore, in comparison, the 3D reconstruction based on binocular stereo vision uses the
photos of the real scene as the main data source, which can truly reflect the real scene under the
premise of ensuring that the reconstructed model has good precision, compared with the laser
scanning. The method has great advantages [5].

Although the mathematical theory based on the binocular stereoscopic 3D reconstruction
method is perfect, it has great advantages compared to other methods, and binocular stereo
vision has a mature and reliable implementation, but the existing embodiment is for a large-
scale scene. There are few applications for 3D reconstruction, and there are still many defects
and shortcomings in detail [4, 7, 14]. There are still many challenges, such as insufficient
calibration space and insufficient matching accuracy in the process of large-scale scene
reconstruction [15]. In view of the shortcomings of the above-mentioned 3-D reconstruction
methods based on binocular stereo vision, this paper optimizes and improves the original 3-D
reconstruction methods [13]. Firstly, when the camera calibration is performed, the calibration
pole is selected as the calibration mark. This method overcomes the problem of too small
checkerboards. Using calibration rods can expand the space that can be calibrated, and is
cheaper than using checkerboards. Then, in order to ensure the speed and precision of the
stereo matching, based on the traditional matching cost function, the weighted least squares
filter(WLSF) method is used to optimize the obtained initial depth map, which can greatly
improve the matching accuracy under the premise of ensuring matching efficiency [3]. Finally,
the reconstruction of the point cloud is carried out, and the three-dimensional coordinates of
the point cloud are calculated by the similar triangle method, and finally the dense point cloud
of the large-scale scene is obtained [12, 19].

In detail, this paper provides the following key insights: Compared to reconstructing small
objects, large-scale scene reconstruction based on binocular vision requires some improvement
in the calibration and matching algorithms to prevent outliers from occurring in the resulting
3D model. For the binocular vision algorithm, smoothing the accurate depth map can
effectively reduce the errors contained in the reconstructed 3D model.
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2 Methodology

2.1 Technical approach for accurate 3-D reconstruction process

The Fig. 1 shows the flowchart of large-scale scene reconstruction. The improved calibration
method was proposed to large-scale scene which used the calibration rod instead of the
traditional checkerboard. The weight least squares filtering was used to refine the depth
map. Finally, the points cloud was been recovered after camera calibration and stereo matching
steps. Recovery the dense point clouds is a core issue in binocular vision algorithms, and a
number of scholars have study about this topic. In the following text, we will discuss the key
steps of the algorithm of points clouds reconstruction, which are the camera calibration and
stereo matching algorithms.

Photo images

Stereo matching based on 

NCC

Calibration based on 

calibration rods

Calculate the exact depth 

map by WLSF

Optimized calibration 

algorithm using polar line 

correction

Points cloud

Calibration 

result

Initial 

depth map

the depth 

map after

WLSF

Fig. 1 Flowchart of large-scale scene reconstruction
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2.2 Improved calibration algorithm using POLAR correction

There have many camera calibration methods such as Direct linear transformation(DLT)
calibration, Radial alignment constraint(RAC) calibration and Zhang’s calibration and so on.
Zhang’s calibration method is widely used in practical calibration experiments because of its
simple calibration process and high accuracy. The chessboard grid is used to calibrate large-
scale scenes, as shown in the Fig. 2.

In calibration experiments, we used standard checkerboard to calibrate, however, we found
that was difficult to cover the whole calibration space for checkerboard. This is because the
long baseline of binocular camera used in large-scale scenes. Because of the limited resolution
of the camera, it is difficult to recognize corners when the checkerboard is far from the camera
in large-scale scenes. Thus, it is difficult to accomplish calibration experiments in large-scale
scenes using standard chessboard grids.

For limitation of the camera calibration method using chessboard grid, the calibration
method using the calibration rod was proposed to calibrate the large-scale scene, which is a
calibration algorithm based on the flat calibration method. Aiming at the inconsistency of the
left and right camera focal lengths in the calibration process, Yang F et al [17] designed a
calibration rod calibration algorithm to optimize the focal length difference based on Zhang’s
calibration method. The calibration rod is placed vertically on the ground according to a certain
arrangement before the calibration image acquisition, and the fixed scale is marked on the
calibration rod as the calibration point, then we can synthesize a calibration plane by using the
calibration rods of several specific positions [9]. The camera parameters (the internal and
external parameters of the camera) are then calculated by the relationship between the world
coordinates of the calibration point and the coordinates of the picture [6]. Figure 3 is an
example of the arrangement and calibration space of the calibration rod. The calibration of
stereo vision system can overcome the shortcomings of the traditional checkerboard grid,
which is difficult to apply to large-scale scenes, and expand the calibration space of the flat
panel calibration method to meet large-scale scene.

In the calibration rod calibration method, the calibration accuracy is improved by adjusting
the focal length of the calibration image. In the ideal binocular camera model, the left and right
cameras with the same internal parameters are placed at the same baseline position, and the left
and right camera optical axes are completely parallel. In practical applications, it is difficult for
binocular cameras to have the same internal parameters due to various factors. In the
calibration rod calibration algorithm, the problem of different focal lengths of the left and
right cameras has been corrected. Correcting the image can eliminate the error caused by the
non-parallel of the optical axis of the camera to a certain extent, which can improve the
calibration accuracy and speed up the calibration speed [1].

When using the binocular industrial camera to obtain pictures, due to the distortion and
aberration of the camera’s own imaging, large errors will occur when performing stereo

Fig. 2 Checkerboard calibration picture in a large-scale scene
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matching, and mismatching will also occur. In this paper, the polar line correction of the image
is used to correct the error caused by the non-parallel of the optical axis of the camera.

The correction process for images mainly consists of two steps:

(1) The homography matrices HL、HR corresponding to the left and right images are
calculated by using the internal and external parameters of the camera obtained by the
initial calibration.

(2) Warp the image and modify the camera projection matrix. The image is warped with a

homography matrix, and then the camera projection matrix is modified toM*
L ¼ HL ML,

M*
R ¼ HR MR. Calibrate the camera with a homography matrix:

M*
L ¼ HLML ¼ HLKLRL I−CL½ � ð1Þ

M*
R ¼ HRMR ¼ HRKRRR I−CR½ � ð2Þ

(a) (b)

(c)

Fig. 3 a Calibration rod and camera position diagram b Calibration rod c Calibration image
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KL、KR are the internal parameter matrices of the left and right cameras, RL、RR are the
rotation matrix of the left and right cameras, CL、CR is the optical center of the left and right
cameras . Let eL、eR be the poles of the left and right graphs, lL、lR be the polar lines, and
uL、uR be the projections of the points in the range on the imaging plane. Let F∗ be the basic
matrix of the corrected image and λ ≠ 0. The necessary conditions for the polar line to
coincide with the lines in the two images are:

l*R ¼ e*R � u*R ¼ λF*u*L ð3Þ

1; 0; 0½ �T � u
0
; v; 1

h iT
¼ 1; 0; 0½ �T � uþ d; v; 1½ �T ¼ λF* u; v; 1½ �T ð4Þ

among them:

F*≈
0 0 0
0 0 1
0 −1 0

2
4

3
5 ð5Þ

The correcting homography matrix is not unique. In order to select the best correcting
homography matrix, the following derivation is made.

(1) Move the poles in the two images to infinity

Let eL = [e1, e2, 1]T be the pole in the graph and e21 þ e22≠0. While rotating the polar line eL
onto the u-axis, this pole maps to e∗ ≈ [1, 0, 0]T, and the corresponding projection is:

bHL≈
e1 e2 0
−e2 e1 0
−e1 −e2 e21 þ e22

2
4

3
5 ð6Þ

(2) Unified polar line

Since e*R ¼ 1; 0; 0½ �T is the left zero of bF and the right zero space, the modified basic matrix
becomes:

bF ¼
0 0 0
0 α β
0 γ δ

2
4

3
5 ð7Þ

The basic correction homograph HL、HR is selected such that α = δ = 0 and β = − γ.

HL ¼ HS bHL, HR ¼ bHR, among them, HS ¼
αδ−βγ 0 0

0 −γ −δ
0 α β:

2
4

3
5

such

F* ¼ bHR

� �−T
F HS bHL

� �−1
ð8Þ
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(3) Select a pair of optimal homography matrices

Let HL、HR be the basis for correcting the homography matrix. HL、HR are also corrected

homography matrices, which obey the equation HRF*HT
L ¼ λF*, λ ≠ 0, to ensure that the

image remains in the corrected state.
The intrinsic parameters of HL、HR facilitate understanding of the meaning of the free

parameters in the correct homography class:

HL ¼
l1 l2 l3
0 s u0
0 q 1

2
4

3
5HL;HR ¼

r1 r2 r3
0 s u0
0 q 1

2
4

3
5HR ð9Þ

Where s ≠ 0 is the common vertical scale; u0 is the common vertical offset, l1、r1 are the left
and right distortions, l2、r2 are the left and right horizontal scales, l3、r3 are the left and right
horizontal offsets And q is the common projection distortion.

This article uses the polar-corrected calibration image to recalibrate to make the calibration
parameters more accurate. A set of calibration images taken by the left and right cameras are
shown in the Fig. 4, and the images after the polar line correction are as shown.

2.3 The exact depth map obtained by weighted least square filtering(WLSF)
algorithm

After completing the camera calibration to obtain the camera’s internal and external parame-
ters, we need to perform stereo matching on the left and right views of the reconstructed object
to obtain the depth map [2, 8]. The local stereo matching algorithm is used to estimate the
parallax in the local range, so this algorithm is called a support region based method. In the
energy function of the local stereo matching algorithm, there are only data items and no
smoothing terms. Therefore, the computational complexity is low, so most real-time stereo
matching algorithms belong to local stereo matching, but the disadvantage is that the local
stereo matching algorithm does not match the accuracy. In general, the stereo matching
algorithm using local matching is far ahead of the global matching algorithm in speed, but
the accuracy is slightly insufficient. After considering the speed and accuracy of reconstruc-
tion, this paper chooses to use the stereo matching algorithm based on normalized cross-
correlation algorithm for initial matching, and then corrects and optimizes the initial matching

Fig. 4 Left and right polar-corrected calibration images
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result by weighted least squares method. Under the premise that the accuracy can meet the
requirements, this method can greatly speed up the stereo matching [11].

The matching cost function is to calculate the similarity between the corresponding points
of the left and right images by some similarity measure. The cost function of the normalized
cross-correlation number used in this paper is:

NCC p; dð Þ ¼
∑ x;yð Þ∈Wp

I1 x; yð Þ−I1 px; py
� �� �

� I2 x; yð Þ−I2 px þ d; py
� �� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑ x;yð Þ∈Wp

I1 x; yð Þ−I1 px; py
� �� �2

� ∑ x;yð Þ∈Wp
I2 xþ d; yð Þ−I2 px þ d; py

� �� �2
r

ð10Þ
Where NCC(p, d) is a measure of similarity. The closer this value is to 1, the greater the
similarity between the two matching windows. The p-point represents the pixel coordinates to
be matched (px, py) of the left image I1, d represents the distance in the horizontal direction
between the pixel being searched and the point p in the right image I2, and Wp represents the
matching window centered on the p-point.

The Fig. 5 shows the initial depth map. It can be seen that there are a large number of
mismatched points in the image, and the edge segmentation of the object is also very blurred.

Due to the existence of a large number of mismatched points, the reconstruction result will
generate a large number of errors, and it is difficult to meet the goal of accurate reconstruction
of large-scale scenes. Further noise reduction and smoothing of the initial depth map is
required. The traditional filtering method is easy to lose the edge details after processing,
and it is difficult to obtain a good denoising effect. Therefore, the WLSF algorithm is
proposed to optimize the initial depth map. This method has strong ability to preserve
edges and denoise.

In this paper, the edge of the object in the depth map is enhanced by the method of WLSF,
and the rest is smoothed. The WLSF method is filtered to make the processed image as much
as possible on the basis of maintaining the edge. The ground is similar to the original image.
The mathematical expression of the WLSF is

Fig. 5 Initial depth map based on NCC
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∑p Op−Ip
� �2 þ λ axp Ið Þ ∂O

∂x

� �2

p
þ ayp Ið Þ ∂O

∂x

� �2

p

" #( )
ð11Þ

Where O represents the filtered output image. I represents the initial image of the input, I =
tb(x). P denotes a pixel located at a corresponding position. axp and ayp are smooth

weights. (Op − Ip)2 is a data item. axp Ið Þ ∂O
∂x

� �2
p þ ayp Ið Þ ∂O

∂x

� �2
p is a regular term. λ is

the parameter that balances these two settings, this time is set to 0.35.
In order to facilitate the calculation, the equation is written in a matrix form, set to b before

the optimization process, and set to f after the optimization process. Then the equation is
rewritten as:

f −bð ÞT f −bð Þ þ λ f TDT
x AxDx f þ f TDT

y AyDy f
� �

ð12Þ

Where Ax and Ay are the diagonal matrices of the smoothing terms axp and ayp, Dx and Dy are
the forward and backward differential matrices. When the matrix representation of the input
initial image I is set to R, f is satisfied when the minimum value is obtained by the above
formula:

Rþ λLg
� �

f ¼ b ð13Þ

Where Lg ¼ DT
x Ax Dx þ DT

y Ay Dy; axp gð Þ ¼ ∂l
∂x pð Þ		 		


α þ ε�−1, ayp gð Þ ¼ ∂l
∂y pð Þ
			 			h

α þ ε�−1, l
is the logarithm of the luminance channel image of the input initial image I, and α is an
amplification factor with a value range of [1, 2], this time is set to 1.8, ε is the gain term, used
to prevent 0 from appearing, this time is set to 0.0001

From this equation, the matrix form f of the filtered image O is obtained:

f ¼ Fλ qð Þ ¼ Rþ λLg
� �−1q ð14Þ

In this formula, Fλ(q) ≈ (R + λaL)−1q, L ¼ DT
x Dx þ DT

y Dy

The depth image after WLSF is

tw ¼ Fλ tbð Þ ð15Þ

Where tw represents the depth image after WLSF, and Fλ(∙) represents the WLSF optimization.
The Fig. 6 shows the depth map after WLSF optimization. It can be seen that after WLSF
optimization, the noise of the depth map is significantly reduced, the edge of the object in the
figure is smoother, and the original edge details are maintained, and no excessive smoothing
occurs.

2.4 Points cloud reconstruction

In this paper, we need to obtain accurate 3D point cloud data of reconstructed scenes. The 3D
data of objects in space includes height, width and depth. The camera inevitably loses depth
information during the imaging process. If you want to restore three-dimensional geometric
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information such as the shape of an object, you need to take the three-dimensional coordinate
values of the points on the surface of the object. The set of three-dimensional information of
the surface points of these objects is a point cloud. The three-dimensional coordinate values of
these spatial points can be solved by using the stereo vision principle to calculate the three-
dimensional point coordinates, that is, using the projection relationship existing between the
pixel coordinate system and the world coordinate system. Since we have obtained an accurate
depth map in the previous step, the depth map contains the parallax information of the
corresponding point of each pixel in the scene, so this paper uses the solution method based
on the parallax principle.

As shown in the Fig. 7, it is assumed that the parallel binocular camera has a translation
distance of b (i.e, the baseline length) in the x-axis direction, O1、O2 are the centers of the left
and right cameras, p is the point on the object to be reconstructed, pO1O2 and two The-camera-
imaging planes are respectively assigned to p1、p2 points, and the p1、p2 points are on the
same horizontal line, that is, I1、I2 are collinear.

Assuming that the coordinate systems of the left and right cameras C1、C2 are
O1x1y1z1、O2x2y2z2, the coordinates of the point p in the space can be obtained as (x1, y1,
z1), in the left camera C1 coordinate system and C2 coordinates in the right camera. The system
is (x1 − b, y1, z1), which can be obtained according to the proportion of central photography:

u1−u0 ¼ ax
x1
z1

v1−v0 ¼ ay
y1
z1

8><
>: ð16Þ

u2−u0 ¼ ax
x1−b
z1

v2−v0 ¼ ay
y1
z1

8><
>: ð17Þ

Where u0、v0、ax、ay are the internal parameters of the two cameras, and (u1, v1)、(u2, v2)
are the coordinates of the p point in the image. The two equations above can be used to obtain

Fig. 6 The depth map after WLSF optimization
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the three-dimensional coordinates of point p:

x1 ¼ b u1−u0ð Þ
u1−u2

y1 ¼
bax v1−v0ð Þ
ay u1−u2ð Þ

z1 ¼ bax
u1−u2ð Þ

8>>>>>><
>>>>>>:

ð18Þ

3 Results and discussion

Figure 8 shows the left and right calibration images. Figure 9 shows the calibration image after
the polar line correction. After correction, the binocular camera polar lines are parallel, and the
corresponding calibration points are on the same horizontal line.

We reconstruct the six calibration points in Fig. 8 by the calibration results obtained, and
then analyze the accuracy of the calibration results by comparing with the actual coordinates of
the calibration points. Table 1 shows the results of reconstructions before and after the
correction of the six calibration points in Fig. 8. It can be seen that the corrected calibration
point error is smaller and closer to the exact value.

Figure 10 shows the results of reconstruction of all calibration points. According to Zhang’s
calibration principle, we have five calibration rods on the same plane to form a calibration
board, and there are 30 calibration points on each calibration board. Figure 11 shows the

Fig. 7 Parallel binocular camera model
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results of reconstruction of all calibration boards. A total of 11 calibration boards are included.
We calculate the average error of all calibration points contained on each calibration board as
the error of this calibration board. Then shown them in Table 2. Figure 12 shows the
uncorrected errors and the corrected errors of all the calibration boards, the difference of the
uncorrected errors and the corrected errors, then calculates the total average of the uncorrected
errors and the corrected errors. The comparison shows that the corrected coordinate point error
is smaller than the coordinate point error before correction, and the actual coordinate average
error of the calibration point is 1.276260 pixels, which can meet the reconstruction
requirements.

Figure 13a, b show a set of left and right views taken simultaneously. There are two people
(people1 and people2) and a bicycle (bicycle). Figure 13c is the disparity map. Figure 13d, e
show the depth map obtained after WLSF. Figure 13d is shown in grayscale and Fig. 13e is
shown in pseudo-heat map. Compared with the initial depth map (Fig. 12), the noise in the
final depth map is significantly reduced, and the edge contours of each object are smoother and
more accurate.

We use the calibration results and the depth map to perform point cloud reconstruction on
the scene of the bicycle and the person. Figure 14 shows the point cloud reconstruction using
the modified depth map and separates the point cloud within the depth range of the person.
Then we use the height of the reconstructed person and the wheelbase of the bicycle to
evaluate the reconstructed point cloud error.

Fig. 8 The left and right calibration images

Fig. 9 Corrected left and right calibration images
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Figure 15 and Table 3 show the results of reconstructing the bicycle shaft and the height of
the person. The results show that the human height reconstruction error is within one
centimeter. The wheelbase of the bicycle is slightly larger than 26.7 mm due to the identifi-
cation of the center position of the bicycle shaft. But the scene we have done in 3D
reconstruction has been 10 m to 20 m or even larger. We believe this error is within reasonable
limits. The final reconstruction results can meet the needs of large-scale scenarios.

4 Conclusion

Through the optimization and improvement of the binocular stereo vision reconstruction
algorithm, the 3D reconstruction in a large-scale scene is completed, and the reconstructed
scene size is 10 m to 20 m or more, which solves the application of binocular vision based on
large-scale scenes. The problem of stereoscopic 3D reconstruction.

The experimental results show that the application of the optimization algorithm in this
paper can greatly expand the scope of application of Zhang’s calibration method, reduce the

Table 1 Y coordinate of calibration points

Uncorrected
left_image

Uncorrected
right_image

Corrected
left_image

Corrected
right_image

Uncorrected Y
difference

Corrected Y
difference

Point1 488 483 389 387 5 1
Point2 539 534 441 441 5 0
Point3 589 584 492 491 5 1
Point4 639 634 543 543 5 0
Point5 690 684 594 594 6 0
Point6 740 735 646 646 5 0

Fig. 10 Calibration point reconstruction
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error of depth map noise, and improve the accuracy of obtaining depth map, so as to obtain
better point cloud reconstruction results.

Applying the method in this paper can be better applied to binocular 3D reconstruction in
large-scale scenes than traditional methods, and expands the scope of application of binocular
vision reconstruction method. It is worth mentioning that the system also has the potential to
perform high-speed three-dimensional reconstruction. Compared with the laser measurement
reconstruction method, the reconstruction method of binocular vision is greatly accelerated

Fig. 11 Calibration board reconstruction

Table 2 Reproject points error

Uncorrected error Corrected error Difference

Calib_board_1 2.537235 1.738874 −0.798361
Calib_board_2 1.724393 1.279794 −0.444599
Calib_board_3 1.621752 0.834303 −0.787449
Calib_board_4 2.096738 1.637696 −0.459042
Calib_board_5 1.885317 1.330309 −0.555008
Calib_board_6 1.764015 1.296668 −0.467347
Calib_board_7 2.030599 1.433154 −0.597445
Calib_board_8 1.641159 1.171892 −0.469276
Calib_board_9 0.8406 1.231024 0.390424
Calib_board_10 1.344919 0.875873 −0.469046
Calib_board_11 2.359082 1.209277 −1.149805
Average 1.804164 1.276260 −0.527903
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under the premise of ensuring accuracy, and it can completely replace the laser for high-speed
three-dimensional reconstruction.
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Fig. 12 Reproject points error

Fig. 13 a left image b right image c disparity map d depth map in grayscale e depth map in pseudo-heat map

26279Multimedia Tools and Applications (2022) 81:26265–26281



Fig. 14 Point cloud of people

Fig. 15 People height and bicycle axis reconstruction point cloud

Table 3 people height and bicycle axis reconstruction error

Calculated value(mm) Exact value(mm) Error(mm)

People1 1796.1 1795 1.1
People2 1814.0 1810 4.0
Bicycle 1006.7 1000 6.7
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