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Abstract

Person re-identification (Re-ID), aiming to retrieve interested people through multiple non-
overlapping cameras, has caused concerns in pattern recognition communities and computer
vision in recent years. With the continuous promotion of deep learning, the research on per-
son Re-ID is more and more extensive. In this paper, we conduct a comprehensive review
of the advanced methods and divide them into three categories from coarse to fine: (1)
global-based methods, which are based on whole images to obtain discriminative features;
(2) part-based methods, which focus on image regions to extract detailed information; (3)
multiple granularities-based methods, which combine advantages of the above two cate-
gories. For each category, we further classify it according to popular research tools. Then,
we give the evaluation of some typical models on a set of benchmark datasets and compare
them in detail. We also introduce some widely used training tricks. The methods mentioned
in this paper were published in 2011-2021. By discussing their advantages and limitations,
we provide a reference for future works.
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1 Introduction

With the continuous improvement of monitoring facilities and people’s increasing safety
awareness, more and more public places, especially schools, shopping malls, airports, and
other places with a dense flow of people, begin to pay attention to the popularization of
the monitoring network. These monitoring networks all over the world produce massive
pictures or videos every day, which requires a lot of manual analysis and processing [1, 6,
77].

In response to this problem, various research began to focus on the intelligent analysis of
the monitoring data. As two research hotspots in this field, person re-identification (Re-ID)
and face recognition have caused concerns in pattern recognition communities and com-
puter vision in recent years. Face recognition, on the basis of human face information, is a
kind of biometric technology for identity re-identification [41, 42, 67]. It is widely used in
access control systems, forensic scenarios and object tracking, ect [38—40]. Person Re-ID
has important applications in criminal tracking, intelligent security and intelligent search
[50, 73], ect. Given a query person of interest, the task of person Re-ID is to distinguish
whether the person’s images exist in the image gallery captured by other cameras [2, 34],
as shown in Fig. 1. With the continuous promotion of deep learning, the research on person
Re-ID is more and more extensive, among which the most in-depth research is the closed-
world person Re-ID. The closed-world person Re-ID is based on the assumption that the
queried image must consist in the gallery set and the closed-world scenarios, such as correct
annotations, people represented by bounding boxes, and images captured by single modal-
ity cameras [53]. A typical person Re-ID model based on closed-world condition is shown
in Fig. 2. Generally, a complete person Re-ID system is composed of three tasks: a person
detection task, a person tracking task, and a person retrieval task [115].

The traditional person Re-ID methods are mainly divided into two categories: metric
learning methods and feature learning methods. The metric learning methods generally

Fig. 1 Person images are captured by multi cameras
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Fig. 2 Diagram of a person Re-ID model. Given a query image and a set of gallery images, the goal of
a Re-ID model is to learn the features of images, calculate their similarity and generate a ranked list for
discrimination

choose to learn an effective distance measure to impel the distance between features from
different groups longer, and features from the same group closer [8, 47]. The methods based
on image feature learning generally use manually designed features that are less sensitive
to pose, illumination, and camera views [52, 111]. However, with the rapid development of
deep learning, a growing number of methods combine the research of person Re-ID with
deep learning and have achieved quite good results. Deep learning not only helps to extract
high-level features but also innovates the research on metric learning. Methods combining
deep learning are generally end-to-end, which realize the combination of metric learning
and feature learning. In this paper, we review the recent person Re-ID methods based on
deep learning. As a newly developing computer vision technology, person Re-ID faces
several challenges in practical scenarios, as shown in Fig. 3. Firstly, images captured by
surveillance cameras are usually in a complex environment and are generally of low pix-
els. Secondly, the image quality captured by different devices is uneven. These questions
lead to some traditional biological features, such as facial and gait features, which are inad-
equate for the Re-ID task [109]. In this case, it seems more suitable for a person Re-ID task
to extract people’s appearance features from the color of their clothes or belongings. How-
ever, due to the change of illumination and the difference of perspective, the color itself
often has great changes. Thirdly, the changes of pedestrian’s poses are uncontrolled, which
leads to the appearance features of even the same pedestrian are quite various in different
time periods [35]. Fourthly, complex background environments and various occlusions also
have negative effects on the extraction of appearance features [152]. Sometimes pedestrians
may wear similar clothes, which often leads to the appearance of different pedestrians are
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Fig.3 Some challenges of person Re-ID. a Illumination variation; b Image quality difference; ¢ Occlusions;
d Pose variation. Images are randomly collected from Market1501

highly similar and increase the difficulty of Re-ID. In addition, the complex network struc-
ture brings huge computational cost, which makes some research on pedestrian recognition
difficult in practical use [13, 107, 111, 117, 138].

In this work, we classify the research methods from another perspective. We conduct a
comprehensive review of the mainstream research methods, and divide them into three cat-
egories from coarse to fine, according to the scale of the features studied: (1) global-based
methods; (2) part-based methods; (3) multiple granularity-based methods. Here, ‘coarse-
to-fine’ refers to the scale of feature learning, namely the mentioned three classifications.
Similarly, the concept of ‘coarse-to-fine’ is also mentioned in paper [18]. In paper [18],
‘coarse-to-fine’ refers to the combination of global feature learning and local feature learn-
ing, which is classified as multiple granularity-based methods for person Re-ID in our paper.
In addition, we further divide each classification according to the popular research tools. For
global-based methods, we further divide it into three branches: attention-driven methods,
image generation methods and attribute mining methods.

For part-based methods, we further divide it into three branches: image partition meth-
ods, feature description methods, and attention-driven methods. For multiple granularity-
based methods, we further divide it into two branches: image partition methods and
attention-driven methods. Based on the above three aspects, we summarize these meth-
ods in detail respectively, as shown in Fig. 4. The global-based methods are based on the
overall situation and have relatively simple network structure, but ignore some important
details. The part-based methods have poor integrity, but they can learn fine-grained infor-
mation ignored by the global-based methods. The multiple granularity-based methods have
the advantages of both the part-based methods and the global-based methods, but these
methods are often accompanied by complex network structure and considerable comput-
ing consumption. Attention-driven methods can force the model to focus on discriminative
salient features, while ignoring some sub-salient features. These neglected sub-salient fea-
tures also have an important impact on Re-ID. Image generation methods can provide rich
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Fig. 4 Learning categories for Re-ID models. The papers mentioned for person Re-ID were published in
2011-2021

and diverse training samples, but there is still a certain gap between the generated image
and the real person image, and they will lead to huge calculation consumption. In prac-
tice, it is not desirable to collect a large number of images of each pedestrian, and attribute
learning can effectively overcome the problem of scarcity of category samples. Image par-
tition methods can segment pedestrian images into several local regions, which is helpful to
extract fine-grained features. However, simple partition often leads to outliers in advanced
parts. Therefore, many methods based on key point estimation or semantic segmentation
are proposed, which leads to a significant increase in computational cost. Feature descrip-
tors provide distinctive information around key points, which is helpful to enhance feature
matching, but it will lead to a large amount of computation consumption. Through this clas-
sification, readers cannot only have a systematic understanding of Re-ID, but also have a
certain understanding of the current popular research tools. Also, we give the evaluation of
some typical models on a set of benchmark datasets and compare them in detail. By dis-
cussing their advantages and limitations, we provide a reference for future work. In addition,
we briefly introduce some datasets and training tricks.

1.1 Comparison with other surveys

For person Re-ID, state-of-the-art methods have been proposed, and many researchers have
surveyed and evaluated them [2, 73, 104, 115, 122]. In [115], research methods are divided
into seven categories, the distance metric-based model, the verification model, the identi-
fication model, the video-based model, the part-based model, the data augmentation-based
model and other methods. In [104], research methods are divided into three branches,
feature extraction techniques, metric learning techniques and feature categories. Although
these papers have a comprehensive review of the depth model, their structure is not logical.
In our paper, we divide the deep models into three categories from coarse to fine accord-
ing to the scale of feature learning: global-based methods, part-based methods and multiple
granularities-based methods. For each classification, we conduct a secondary classification
according to the popular research tools, and systematically summarize the state-of-the-art
Re-ID methods according to the widely used research tools, such as attention mechanism,
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feature descriptors, attribute mining, ect. Compared with these papers, our paper is more
compact and readable.

Paper [122] is divided into two main categories, open-world person Re-ID and closed-
world person Re-ID, and each category is further classified according to the research
methods. For example, closed-world Re-ID is divided into feature representation learning
methods and deep metric learning methods, etc. Paper [73] mainly summarizes the specific
challenges faced by Re-ID, such as mixed dataset feature extraction, location of insufficient
labeled data, inadequate hardware resources, etc. Paper [2] divides the Re-ID model into
three categories: video based person Re-ID, image based person Re-ID and image to video
person Re-ID. The above papers have different classification methods for re ID model, but
none of them pay attention to the research tools. In fact, research tools have a great impact
on the accuracy of person Re-ID, and play a very important role in the network structure
of a deep model. Based on a new classification perspective, that is, the classification based
on research tools, we summarize the current popular research tools according to the feature
learning scale from coarse to fine.

2 Global-based methods

In general, global-based person Re-ID methods tend to learn features from the whole image
to get a feature vector and use this vector to retrieve the gallery images [93, 134]. The ini-
tial convolution neural network usually extracts features based on the whole image, thus
the global-based person Re-ID methods often do not need too complex a network struc-
ture. Global based methods are often suitable for situations with prominent foreground
and simple background, but they are poor for scenes with serious occlusion or complex
environment, ect. In this section, we introduce the attention-driven methods, the image
generation methods and the attribute mining methods for global-based person Re-ID. The
attention-driven method introduced in this section is applied to the whole image.

2.1 Attention-driven methods

Attention-driven person Re-ID is an important branch of this field. By simulating the human
visual system, attention-driven methods force Re-ID models to pay more attention to the
discriminative regions, which can significantly enhance performance of models. Generally,
attention models are plug and play, which can be applied to a variety of deep learning meth-
ods. However, generation of attention maps will produce a certain amount of computation,
which makes the attention-driven methods inapplicable to models requiring low computa-
tional consumption. Liu et al. [65] present an end-to-end Comparative Attention Network
(CAN). The method they proposed simulates the recognition process of the human visual
system by learning a comparison model from the original human images and repeatedly
locates the discriminative parts of these images through a set of glimpses. Si et al. [90] pro-
pose a novel framework called DuATM, in which the Dual Attention module is composed
of an attention layer and a transform layer. Previous methods based on the attention mech-
anism usually only consider the single intra-sequence attention of features selected from
feature sets or sequences, or a single intra-sequence feature refinement for the feature sets
or sequences, but do not combine the two, resulting in insufficient to overcome the visual
ambiguity in real scenes. Different from these methods, with the dual attention mechanism
to simultaneously perform the inter-sequence feature pair alignment and the intra-sequence
feature refinement, the DuATM is more robust in the application of real scenes.
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On the basis of the bottom-up mechanism, Jian et al. [43] devise a visual-attention-aware
mechanism. With an enhanced wavelet-based salient-patch detector, the visually signif-
icant patches are captured. Considering human sensitivity to the directional features, a
directional-patch detection mechanism is introduced to learn directional patches. The two
patches mentioned above are aggregated into the final preferential patches and used for
salient-object detection. Similarly, considering the stimulation of orientation information to
human visual system, Jian et al. [37] design an innovative computational framework. On
the foundation of sparsity criterion and discrete wavelet frame transform, they propose a
perceptual directional patch detector to locate salient objects. Meanwhile, a principal local
color contrast (PLCC) method is constructed to highlight the salient objects from clutter
background with low calculating amount. Considering the challenge of Long-Term Cloth-
Changing (LTCC) Re-ID, Qian et al. [80] publish another LTCC dataset and an innovative
framework for LTCC Re-ID. The dataset they proposed is the first dataset designed specif-
ically for LTCC Re-ID, containing 17,138 images of 152 identities captured by more than
two cameras. The Cloth-Elimination Shape-Distillation (CESD) module they provided in
the framework is applied to learn identity related features from cloth appearance features. A
Shape Embedding (SE) module is introduced to capture biological pose features via encoded
human semantic information.

Although the attention mechanism-based methods have been found efficacious for per-
son Re-ID, some researchers believe that the features learned by these methods are usually
relevant and lack diversity. Therefore, Chen et al. [11] devise an Attentive but Diverse Net-
work, which is called ABD-Net to integrate the diversity regularizations and the attention
mechanisms simultaneously in a unified network. In ABD-Net, a pair of complementary
attention modules are introduced, which respectively focus on position awareness and chan-
nel aggregation. Besides, in order to enforce the diversity, they propose a new orthogonality
regularizer term. The orthogonal regularizer on the feature space can reduce the feature cor-
relation which is directly conducive to matching, while the orthogonal regularizer on weight
can improve the learning ability and promote the filter diversity. The orthogonal regular-
izer in space can reduce the feature correlation directly beneficial to matching, while the
weighted orthogonal regularizer can promote filter diversity and improve the learning abil-
ity. Based on the previous work [45], Jian et al. [46] propose a weighted centroid calculation
method, which calculates the centroid of salient objects as the prior map and learns the direc-
tional information of salient objects. The background features are learned through sparse
dictionary to distinguish background and foreground, and suppress the influence of back-
ground noise. Simultaneously, the color contrast features are learned and aggregated with
the directional information and the background information to form the ultimate saliency
map.

However, Chen et al. [9] put forward that many attention-based tasks only consider first-
order or rough attention design, and the extracted information is rough and not rich enough.
Thus, they propose a higher-order attention mechanism named HOA. Considering the prob-
lem of person Re-ID as a zero-shot learning task, they introduce a high order polynomial
predictor to model the high-order and complex relationship between visual regions, thus the
richness of attention can be enhanced. Zhang et al. [132] present a global-based attention
mechanism that both considers the spatial relation-aware attention and the channel relation-
aware attention. Considering that the previous methods generally learn attention through
local convolutions but ignoring the information mining from the scale of global structure,
they propose to learn the attention of each feature node globally by exploring the relation-
ship between features from a global view. To achieve this goal, they propose a relation-aware
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global attention module, which represents the global range relations and obtains the atten-
tion through two convolution layers compactly. Jian et al. [44] devise the first underwater
saliency detection method based on the Quaternionic Distance Based Weber Descriptor
(QDWD). QDWD independent of image scenes is learned, and the patch distribution of
the underwater images is calculate by principal components analysis (PCA) to obtain pat-
tern distinctness. Furthermore, local contrast is used to suppress the background noise and
strengthen the salient region.

Bao et al. [5] propose that the major methods of person Re-ID generally focus on
the relationship between labels and individual images, ignoring the global mutual infor-
mation existing in the whole sample set. Thus, they design a Masked Graph Attention
Network(MGAN), the core of which is an innovative masked attention mechanism for node
updating. The MGAN runs on a complete graph consisting of the extracted features, where
under the guidance of label information, nodes can focus on the features of other nodes
directionally in the form of a mask matrix. Zhang et al. [127] design an Attention-Aware
Scoring Learning (AASL) method, which consists of a score learning head, a Channel
Attention Grid (CAG), and a Spatial Attention Grid (SAG). The SAG generates spatial
masks, which are fused with the original feature maps to enhance salient regions and sup-
press irrelevant information. The CAG models the interdependence between the convolution
channels to enhance the representation ability of different samples. After the completion of
forwarding propagation, the scoring learning head calculates the scores of the CAG and the
SAG performance and generates a robust feedback signal to optimize the attention mod-
ules. He et al. [25] construct a novel framework named TransRe-ID, which is the first work
to utilize a pure transformer for Re-ID task. First, the input image is encoded into a series
of patches. Then, a Side Information Embedding module is designed to encodes side infor-
mation such as viewpoint and camera by learnable embeddings. In the last layer, a Jigsaw
Patch Module (JPM) is devised to rearrange patches by shuffle and shift operations, then
regroup them for local feature learning.

2.2 Image generation methods

Image generation methods can generate images with different poses, foreground, back-
ground, etc., which are suitable for the situation of insufficient training samples and
cloth-changing Re-ID, ect. However, there is still a certain gap between images generated
by current methods and real images, and these methods are often accompanied by complex
network structure and considerable computational consumption. In 2017, Ma et al. [72] pro-
posed a Pose Guided Person Generation Network (PGPGN), which contains two stages in
the network. The first stage is a pose integration stage, fed by conditional person image and
a target pose to generate a coarse fake image to capture the global structure of the human
body under the target pose. With a pose estimator generating the coordinates of key points of
the body parts, the model can learn the approximate human body poses without extra anno-
tation of poses. Then with a generator under a U-Net-like architecture, a rough image with
basic color and pose close to the target image is generated. In order to mitigate the effect
of background changes, they present a new pose mask loss to give the human body more
weight than the background. The second stage is an image refinement stage, which aims
at refining the results gained at the first stage via adversarial training and generates more
accurate images with a variant of Deep Convolutional GAN. The generator at this stage is
similar to the one at the first stage, between them the difference is that the second one takes
the generated fake image and the original image as its inputs while generates an appearance
difference map, and the fully-connected layer of the second one is removed from the U-Net.
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Based on the previous work, Ma et al. [71] propose another pose-guided image gener-
ation framework named PG? in 2018. Similarly, the PG> framework is composed of two
stages. In the first stage, a multi-branch reconstruction network is introduced to disentangle
and encode the background, foreground and pose information into the embedded features,
and then these factors are combined to recombine the input image itself. In the second stage,
for each factor, three corresponding mapping functions are learned respectively to map the
Gaussian noise to the learned embedded feature space. In this manner, pedestrian images
with different postures and clothing are generated pertinently. Siarohin et al. [91] argue that,
although U-Net-based architectures are commonly used for pose-guided person image gen-
eration, the skip connections of the U-Net are badly designed for large spatial deformations
because of the misalignment between the local information in the images. Thus, they pro-
pose the deformable skip connections to handle the misalignment and translate the local
information from the encoder to the decoder under the specific pose differences.

In spite of this, Zhu et al. [151] raise an opinion that images with different poses from
different perspectives may have different appearances, which leads to the fact that even
with strong deep neural network learning ability, the methods mentioned above cannot
produce robust results. To deal with this problem, they provide a progressive pose-guided
generative adversarial network, which introduces a new cascaded Pose-Attentional Transfer
Blocks (PATBs). Inside each PATB there is an attention mechanism, which infers regions
of interest-based on the human pose. When a person’s posture and image are recorded, the
attention mechanism allows for a better selection of image regions for transfer, guiding the
block outputs the generated pose representation and images. In a pose-attentional manner,
the model can make better use of the appearance and pose features, thus it transforms the
present pose into the target pose more robustly. Balakrishnan et al. [4] design a novel gen-
erative adversarial network, which decomposes the human image generation process into a
background generation task and a foreground generation task and then combines them to
form the final image.

However, in these methods, the generation pipeline and the discriminative Re-ID learn-
ing stage are relatively independent of each other. Different from these, Zheng et al. [143]
propose a joint learning framework to connect the data generation and the Re-ID learning in
an end-to-end way. A self-identity generation module and a cross-identity generation mod-
ule are introduced to synthesize images of high quality, and a discriminative Re-ID learning
module is embedded in the generative module through a shared appearance encoder. Zhang
et al. [128] construct a novel pipeline called UnrealPerson. It is completely trained on syn-
thesized data, and outperforms the model trained on real and annotated datasets for the
first time. Different from the previous image generation methods, the Unrealperson first
generates a series of diversified virtual 3D scenes. Then a random number of pedestri-
ans are generated and put into the generated virtual scene. These pedestrians will move in
predefined paths, and their appearance is configurable. Finally, the virtual cameras in the
generated scenes capture these images. This method ensures the diversity and authentic-
ity of the generated images, and helps the Re-ID task to achieve better performance. Chen
et al. [10] propose to combine a contrastive learning module and a Generative Adversar-
ial Network into a joint training framework. Based on this, they design a mesh based view
generator. First, in the unsupervised Re-ID scene, the pedestrian image is disentangled into
structural features and identity features. Then the 3D meshes are estimated from the unla-
beled training images and rotated to simulate new body structures. Estimated meshes can
retain body shape, which makes the generated image retain more visual information. A
view-invariant loss is designed for the contrastive module, to lessen the intra-class variation
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between generated images and real images. The proposed framework does not need labeled
source datasets, thus it is more efficient and flexible.

Considering that few people wear the same clothes for a long time in real scenes, Yu
et al. [124] design an unsupervised apparel-simulation GAN (AS-GAN) to generate pedes-
trian images with changed clothes. For the AS-GAN, a pre-trained pixel2pixel model [36]
is introduced to learn the cloth mask. The cloth code is captured from a randomly selected
image by an auto-encoder network in the same dataset for synthesizing a new image. Ma
et al. [71] propose to generate synthetic human images by decomposing the input into three
weakly related factors, namely pose, background and foreground. The three factors are
learned and encoded into embedding features by a multi-branched reconstruction network.
In order to map the Gaussian noise to the embedded feature space respectively for each fac-
tor, three corresponding mapping functions learned in an adversarial way are proposed. Tang
et al. [101] propose to synthesize clothes-changing images with self-attention mechanism.
After extraction of the pose, background and foreground features, a self-attention module
is adopted in the foreground encoder to convolve the learned foreground feature maps. The
feature vectors obtained by Gaussian noise sampling the foreground features are regarded
as the adversarial targets and utilized to generate images with changed foreground features.

2.3 Attribute mining methods

Pedestrian attribute features, such as height, age, and hairstyle, contain high-level semantic
information, which has an important impact on person Re-ID. Pedestrian attribute features
can be understood as the structured description of pedestrians [118]. They are less sensi-
tive to changes in illumination and viewpoints, and have higher robustness. If an attribute
is shared by multiple individuals, learning of this attribute can use the samples of different
individuals sharing this attribute for training. Therefore, attribute mining methods can effec-
tively overcome the problem of insufficient category samples. However, because only a few
target classes may respond to some attributes, attribute mining methods may face a serious
problem of unbalanced category distribution. Layne et al. [S1] propose to learn attributes
for person Re-ID through a novel data-driven method. A bottom-up attribute ontology is
constructed automatically, and the associated representation is learned through large-scale
mining of the content on online photo sharing websites. Ontology is automatically cap-
tured by clustering comment data and photo tags. A large number of detectors are trained
via these clusters, which results in abundant visually detectable attributes. The method pro-
posed by Su et al. [92] has a similar structure to the method proposed by Layne et al. [51]
After global pooling, each attribute is assigned a fully connected layer to learn attribute fea-
tures. Su et al. propose a Low Rank Attribute Embedding, which enhances the capacity of
the learned classifiers by applying a low rank embedding to incorporate the complementary
attributes into the Re-ID model.

Li et al. [54] design a multi-task learning network called Pedestrian Re-identification
network (ARNet) on the basis of attribute mining and reasoning. Different from the above
methods [51, 92], the ARNet applies a dual-pooling method to simultaneously learn features
containing more location information for attribute identification and features containing the
whole image information for person Re-ID. Concurrently, a new attention mechanism is
designed to realize the two-dimensional attribute mining of channel and space through the
combination of channel and space attention. Luo et al. [22] argue that due to the notable
differences between the task of attribute learning and the task of Re-ID, it is likely to be
ineffective to directly combine the loss functions of the two. Be aware of this problem, they
build an Attribute-identity Feature Fusion Network (AFFNet) to jointly learn identity and
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attribute on both feature level and loss level. Attributes and identities are learned in two par-
allel branches and aggregated into the final feature representation. Shi et al. [89] devise an
Attribute Mining and Reasoning (AMR) method to mine the value of appearance attributes
more deeply. For more accurately localization, they design an Attribute Localization Ensem-
ble (ALE) module. The ALE generates localization scores at each channel and each spatial
location with a voting mechanism and multiple localization heads via a weakly-supervised
manner. An Attribute Reasoning (AR) module is applied to achieve a more comprehensive
person descriptions by aggregating global appearance features and attribute features.

Zhang et al. [126] propose that most of the existing methods utilize attribute information
by introducing auxiliary tasks, which may lead to large human consumption for attribute
annotations and noisy identity attribute information due to mistaken annotations. Thus, they
devise an Attribute Attentional Block (AAB), which generates attention maps by combin-
ing attribute and global attention. With an embedded Attribute Selection Module (ASM),
the AAB can drop the noisy attributes by reinforcement learning. Quan et al. [81] argue
that attention should be paid to the suppression of background information. Aware at this,
they construct a new framework combining person discrimination network based on visual
attention mechanism and the attribute-identity discrimination network. A multi-instance-
learning based image saliency detection is introduced before the network to simultaneously
suppress background interference and highlight pedestrians in the foreground. Li et al. [61]
design an activation guided identity and attribute classification (AGIAC) framework. The
backbone of the AGIAC is divided into four branches for the combination of local features
and global features. A branch-guided identity and attribute classification (BIAC) module is
introduced to associate each attribute with its reciprocal part, relying on related branches. A
mutex local activation (MLA) module is integrated to provide mutually exclusive activation
regions for each branch, promoting each branch to collect diversified information. Taking
advantage of the attribute prediction method of models trained in a binary classification way
which specially designed for hashing, Jin et al. [48] design an attribute based fast retrieval
(AFR). An attribute-guided attention block (AAB) is constructed in the AFR to enhance the
global feature representation via attribute information.

The performance of some classical methods mentioned in this section is shown in
Table 1. Taking mAP and Rank-1 (R-1) as evaluation indicators, we enumerate the top four
methods of mAP on Market1501 and Duke-MTMC under each classification, which are
arranged in ascending order of mAP.

3 Part-based methods

Part-based person Re-ID methods focus on local images to extract fine-grained and dis-
criminative features. These methods perform well in partial or occluded person Re-ID tasks,
but may ignore some global discrimnative information. In this section, we introduce three
methods that are widely used in part-based person Re-ID: image partition methods, fea-
ture descriptor-based methods, and attention-driven methods. Different from the previous
section, the attention-driven methods introduced in this section work on local images.

3.1 Image partition methods

Image partition methods learn features in local regions by partitioning input images or
feature maps, which are widely used for fine-grained feature learning. Uniform partition
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Table 1 Performance of some global-based methods

Class Method Market1501 Method Duke
mAP R-1 mAP R-1
Attention-driven ABD-Net [11] 88.28 95.60 TransRelD [25] 82.10 90.70
RGA-SC [132] 88.40 95.80 AASL [127] 78.94 89.86
TransRelD [25] 88.50 95.20 ABD-Net [11] 78.59 89.00
AASL [127] 89.56 96.21 MHN [9] 77.20 86.60
Image Generation GCL [10] 75.40 90.50 FD-GAN [21] 64.50 80.00
FD-GAN [21] 77.70 90.50 GCL [10] 67.60 81.90
UnrealPerson [128] 84.70 94.00 UnrealPerson [128] 74.20 86.80
DG-Net [143] 86.00 94.80 DG-Net [143] 74.80 86.60
Attribute mining ARNet [54] 87.02 - ARNet [54] 77.11 -
AMR [89] 87.68 94.86 AMR [89] 77.24 86.71
AAB [126] 88.6 96.10 AFR [48] 78.60 88.40
AFR [48] 90.2 96.60 AAB [126] 80.40 89.90

methods are plug-and-play and have simple structure, but these methods tend to lose the cor-
relation between body parts. Considering this problem, some methods based on key point
estimation or semantic segmentation are proposed. However, these methods increase the
complexity and computational consumption of models. Some widely-used image segmen-
tation methods are shown in Fig. 5. In 2014, Yi et al. [123] first proposed a simple image
partition method for deep Re-ID models. Inspired by the Siamese neural network, they
devise a DML framework that divides the input image pair into three overlapped parts and
forms them into new image pairs correspondingly, then inputs them into three correspond-
ing siamese convolutional neural networks and calculates the similarity. The PCB model
proposed by sun et al. [97] is a very classic image partition method.

In fact, it is a novel part-based convolutional baseline, which performs simple uniform
segmentation on the convolution layer to learn local features, and assembles the learned
local features into a convolutional descriptor. Based on the PCB [97] model, Chung et al.
[15] present an Improved Part-alignment Feature Network (IPAF). They introduce the part
identifying learning to fully utilize the features extracted from several body regions, and
design a novel part alignment strategy, which normalizes the input image to an accurate and
complete human instance profile. Moreover, in the training process, each training image is
flipped horizontally as a data enhancement strategy.

However, although the method of image segmentation is simple, it is easy to cause out-
liers in adjacent parts. To solve this problem, Huang et al. [28] propose a Part Aligned
Pooling(PAP) and a Part Segmentation (PS) constraint on the basis of PCB [97] to opti-
mize image partition and enhance alignment. Firstly, the method proposed improves the
PCB [97] model by applying a pose estimation to divide body parts under the assistant of
key points; secondly, the part segmentation constraint is applied to the feature mapping to
further enhance model generalization. The method that Yi et al. [123] provided is based on
the hypothesis that the poses of the human body are similar to the spatial distribution of
the human body in the bounding box. However, this is often not the case in real scenes.
Therefore, Zhao et al. [136] design a party-aligned human representation to solve the prob-
lem of body parts misalignment. Inspired by attention-driven deep models, the human body
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part estimation scheme they proposed is a deep neural network that models the three steps
together, learning by minimizing the triplet loss function without body part labeling infor-
mation. Different from the methods of dividing the image box in space, this method chooses
to divide the human body into aligned parts by a part net, thus it can reduce the influence of
various human spatial distribution and human posture changes in the bounding box.

Under the scenario of partial person Re-ID, there are some problems such as increas-
ing spatial misalignment and noises from occluded areas. In response to this problem, Sun
et al. [95] propose a VPM model, which perceives the features in the visible region through
self-supervision learning. The visibility awareness allows VPM to extract local features and
focus on the shared visible region of two images for comparison, thus benefits the par-
tial Re-ID. Kalayeh et al. [49] argue that the common methods of image partition tend to
simply extract the representation from the horizontal strips, which are loosely related to
human body parts. To address this question, they design a SPRelD framework, employing
human semantic parsing to take advantage of local visual cues for person Re-ID. Under the
framework, the input RGB images are converted into an activation tensor by convolution
backbone. Simultaneously, the probability maps related to diverse semantic regions of the
human body are generated by a human semantic parsing branch. Zhang et al. [131] design
a novel framework based on densely semantically aligned person Re-ID. By estimating the
dense semantics of human images, they design a series of densely semantically aligned
partial images (DSAP images), in which the same spatial positions share the same seman-
tics between diverse images. They design a dual-stream framework, which is comprised of
a Densely Semantically-aligned Guiding Stream (DSAG Stream) and a Main Full Image
Stream (MF Stream). The DSAG stream with DSAP image as input is used as a regulator,
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Fig. 5 Some image partition methods. a Horizontal stripes based method [30]; b Semantic segmentation
based method [82]; ¢ Key points based method [140]
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which instructs the MF stream to extract semantically aligned features intensively from the
initial image.

Huang et al. [29] propose that many existing methods are based on the partition of
human parts with horizontal stripes or semantic segmentation, separately. Thus, they design
a Multi-scale Discriminative network with Region Segmentation (MDRS), which integrates
horizontal stripe partition, semantic segmentation, and multi-scale discriminative feature
learning in a unified network. In this framework, the number of stripes increases with scale
to obtain more fine-grained information. The task of human part segmentation will make the
multi-scale feature maps more discriminative, which can improve the performance of the
Re-ID module through the shared feature maps. Considering that the semantic segmentation
is uncertain, Tu et al. [103] propose a semantic alignment model based on an entropy-based
mask. The model aligns human semantic features according to the confidence score and the
visible score defined by entropy. It dynamically aligns the confidence and common semantic
human regions without extra computational load.

3.2 Feature descriptor based methods

Feature descriptors are a set of vectorized descriptions of images, which only contain the
key information of images. Due to the uniqueness of generated vectors, taking feature
descriptors as basis of matching can enhance the robustness of models to rotation, scaling,
viewpoint change, illumination change and so on. However, some feature descriptors are
designed manually, which could lead to considerable labor consumption. In addition, feature
descriptor based methods may face the problems of long feature matching time and high
computational consumption. In some shallow networks, such methods may be difficult to
achieve accurate matching and local feature descriptor extraction under complex conditions.
Zhu et al. [149] argue that many existing person Re-ID databases are not large enough to
train deep models. Thus, they present a body symmetry and part-locality-guided direct non-
parametric deep feature enhancement (DNDFE). The model consists of two non-parametric
layers: the local normalization layer and the symmetrical average pool layer. The symmetri-
cal average pool is introduced to enhance the feature maps in the light of the perpendicular
bisector. The local normalization layer is designed to make sure that the feature maps of
different regions distribute in the same range. Matsukawa et al. [74] propose a novel feature
descriptor on the basis of the hierarchical distribution of pixel features, which describes the
local regions in the images by hierarchical Gaussian distribution. In this model, local patches
are extracted intensively in a region, and the region is regarded as a group of local patches.
Firstly, the region is modeled as a group of multiple Gaussian distributions, each of which
indicates the appearance of a local patch, which is dubbed patch Gaussian. Then, another
Gaussian distribution is used to describe the characteristics of patch Gaussian, which is
called region Gaussian. Finally, the parameters of region Gaussian are introduced as feature
vectors to represent the image region.

Based on this work [74], Matsukawa et al. [75] provide a novel meta-descriptor based
on hierarchical Gaussian distribution. Different from the previous work, in both steps, they
embed the parameters of the Gaussian distribution into a point of the Symmetric Positive
Definite (SPD) matrix manifold, and design a normalization method of feature norm to
alleviate the bias trend on the SPD matrix descriptor. Gou et al. [23] propose that also
Gaussian descriptors can achieve state-of-the-art performance, it is not the case if the feature
distribution isnjt Gaussian. Therefore, they design a novel descriptor on the basis of the
on-manifold mean of the moment matrix. With the empirical moment matrix to combine
higher-order moments, and the on-manifold mean to gather features around the horizontal
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stripes, it can approximate the distribution of non-Gaussian and more complex distributed
pixel features in medium-sized local patches.

Inspired by the previous works [84, 86], Satta et al. [85] devise a dissimilarity repre-
sentation that can be introduced to the appearance-based, multiple instance descriptors and
provide compact descriptors with low matching time. This type of descriptor is called the
multiple component dissimilarity descriptors (MCD). In this manner, the human body is
divided into an upper body part and a lower body part, and each part is represented by a
set of components. The clustering algorithm is introduced to generate multiple prototypes
for each part. The component set representing each body part of an individual is compared
with the prototype related to the part, and the value obtained forms a different vector part.
Pala et al. [78] propose that the Re-ID precision of a clothing appearance descriptor can be
enhanced by fusing the RGB-D sensor with the anthropometric measures extracted from the
depth data under unconstrained conditions. Based on the MCD descriptor [85], they design
a fusion method on the basis of feature-level fusion.

Patruno et al. [79] provide another model, which works on the RGB-D data. Firstly, it
introduces a point cloud pre-processing to clean up the outliers and noise. Then a human
Skeleton Standard Posture (SSP) is defined by utilizing aligned skeleton joints. The SSP is a
novel representation of the human skeleton under fixed postures, which can be used to divide
the point cloud into different generated grids and define distinguishing features. Finally, the
color-based descriptors are obtained by investigating each divided region. Wu et al. [116]
devise a deep multiplicative integration gating function and generate joint descriptors for
human matching. The framework they proposed is divided into the upper layer and the
lower layer. The lower layer consists of two-stream CNNs, and the outputs of the final con-
volution are combined by a multiplicative integration gate at each position. The upper layer
corresponds to the stacked four-directional recurrent layers and obtains the spatial relation-
ship through lateral connections. The resulting joint features can be applied to similarity
measurement by reducing cross-view misalignment.

Tan et al. [100] propose a Consecutive Batch DropBlock Network (CBDB-Net), which
can generate efficient pedestrian descriptor from incomplete feature maps. The Consecutive
Batch DropBlock Modules (CBDBMs) they designed divide the feature maps uniformly,
and continuously attach each patch to the feature map independently from top to bottom
on the convolutional layer. The gained incomplete feature maps are utilized in the train-
ing stage to obtain robust descriptor. Considering local feature misalignment, Huang et al.
[32] provide a Validity aggregation and multi-scale feature extraction network (VMSFEN).
The VMSFEN consists of three branches, each branch learn features independently. The
learned features are aggregated into the final feature descriptor through a method combining
the local feature cross-alignment strategy and the validity aggregation strategy. Sun et al.
[96] design an enhanced PCB, based on the PCB mentioned above. After consolidation, the
PCB can adapt to different partition strategies, and the RPP is strengthened to gain atten-
tive feature descriptors. Experiments show that PCB based on uniform partition (PCB-U)
achieves higher accuracy. Wan et al. [105] insist that both local region representation and
local region discovery should be considered for the attention mechanism. Thus, they pro-
vide a constrained attention module, consisting of an iterative concentration process and a
multi-scale attention module. Under the constraint of the iterative concentration process, the
multi-scale attention module generates concentrated local parts based on middle-level fea-
ture maps. A statistical-positional-relational (SPR) descriptor is designed for the description
of local regions.
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3.3 Attention-driven methods

Considering that the pose information is not fully utilized, Xu et al. [119] devise an
Attention-Aware Compositional Network (AACN). It is composed of two branches, the
Attention-aware Feature Composition (AFC) branch and the Pose guided Part Attention
(PPA) branch. The PPA branch is designed to evaluate the visibility score and attention
map for each predefined part of the human body. Under the given guidance of the visibility
score and attention map from the PPA branch, the AFC performs part feature alignment and
weighted fusion. Similarly, considering the importance of the pose information, Gao et al.
[20] design a Pose-guided Visible Part Matching (PVPM) model. The PVPM is composed
of two main parts: a pose-guided visibility predictor (PVP) and a pose-guided part atten-
tion(PGA) mechanism. The PVP predicts the visibility of image parts in a self-supervised
manner, while the PGA fuses the pose-guided attention maps with the appearance features.

Another pose-guided method, which is called Pose-Guided Feature Alignment (PGFA)
[76], is proposed by Miao et al.. In the feature construction stage, the PGFA uses human
landmarks to generate attention maps to indicate whether a concrete body part is occluded
or not, and guide the model to focus on the non-occluded parts. In the matching stage,
the global feature is divided into several parts, and the pose landmarks are used to indi-
cate which part of the features belong to the target person. Use only visible regions for
retrieval. Xu et al. [120] present an Attentional Part-based CNN (AP-CNN) method, which
integrates attention mechanism into local feature learning. It divides the feature map into
several horizontal stripes and applies an attention mechanism to each stripe. For the attention
mechanism, they design a free-parameter attention method with a skip layer connection to
maximize the complementary information between the feature recognition and the attention
selection. Liang et al. [63] design a Related Attention Network (RAN) for person Re-ID.
Firstly they provide a key point-based data pre-processing algorithm to align the human
images into a standard template. Secondly, they propose a novel attention mechanism,
concentrating on the human body parts under a pixel level correlation.

Zhang et al. [125] propose a Local Heterogeneous Features (LHF) method, to learn local
features from three aspects: local compact features, local relative features, and local discrim-
inative features. To learn the local discriminative features, the attention maps are divided
into three horizontal parts and the classification operation is performed. As for the local
compact features and the local relative features, the attention maps are divided into two
parts, and the center loss, as well as the triplet loss, are utilized to learn them respectively.
Zhou et al. [148] design a foreground attentive neural network (FANN) to learn the discrimi-
native features from the foreground of an input image. The FANN focuses on the foreground
bypassing each input image through a network of encoders and decoders. The gained fea-
ture maps are averagely segmented and deeply learned in a body part sub-network. Then,
the generated feature maps are fused by a feature fusion sub-network. Finally, the ultimate
feature vectors are normalized to the unit spherical space, and the symmetric triplet loss
layer learning is followed. Zhang et al. [133] devise the Heterogeneous Local Graph Atten-
tion Networks (HLGAT), which can simultaneously model the intra-local relation within
single image and the inter-local relation among different images. The images are fed into
CNN to capture feature maps, and local features are extracted by uniform partition strategy
and global max pooling operation. These local features are used to generate a complete local
graph, and an attention mechanism is used to aggregate the local features during the learn-
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ing process of intra-local relation and inter-local relation. An attention regularization loss is
constructed to constrain the attention weights for the inter-local relation, while the contex-
tual information is introduced into the attention weights to inject structure information for
the intra-local relation.

Huo et al. [33] construct an Attentive Part-aware Networks (APN) designed for partial
person Re-ID. Considering the misalignment of partial person Re-ID, they cut out the effec-
tive part of the whole image, and proposed a Cropping Type Consistency (CTC) loss for the
classification of cropping types. A Block Attention Mechanism (BAM) is incorporated to
strengthen the consistent partial features learned with the help of CTC. Lin et al. [64] pro-
pose to randomly crop the images from a full-body dataset, e.g. the Market1501, to mimic
query images of partial Re-ID. An image rescaler is adopted to generate distortion-free
images in a self-supervised manner from query inputs. A bodymap-to-appearance (B2A)
co-attention is designed to capture visible body regions, and perform partial image matching
based on body parsing maps generated by a pre-trained human parsing model.

The performance of some classical methods mentioned in this section is shown in
Table 2. Taking mAP and Rank-1 (R-1) as evaluation indicators, we enumerate the top four
methods of mAP on Market1501 and Duke-MTMC under each classification, which are
arranged in ascending order of mAP.

4 Multiple granularities-based methods

The global-based methods are based on the overall situation, but they tend to ignore some
crucial details; although the part-based methods can capture these ignored fine-grained fea-
tures, they are less holistic. The multiple granularities-based methods are the combination
of the global-based methods and the part-based methods and have the advantages of both,
as shown in Fig. 6. In this section, we introduce two widely-used methods for multiple
granularities-based person Re-ID: image partition methods and attention-driven methods.

Table 2 Performance of some part-based methods

Class Method Market1501 Mehod Duke
mAP R-1 mAP R-1
Image Partition IPAF [15] 85.96 94.30 DSAP [131] 74.30 86.20
Esa-Reid [103] 86.30 94.50 Esa-Reid [103] 77.60 87.70
DSAP [131] 87.60 95.70 MDRS [29] 79.40 89.40
MDRS [29] 87.60 95.80 IPAF [15] 84.70 89.84
Feature Descriptor PCB-U [96] 81.60 93.80 PCB-U [96] 71.50 84.50
CSPR-Net [105] 84.80 - CSPR-Net [105] 71.90 -
CBDB-Net [100] 85.20 94.40 CBDB-Net [100] 73.90 87.30
VMSEFEN [32] 88.60 96.30 VMSEEN [32] 80.30 89.90
Attention-driven LHF [125] 86.10 94.90 FANN [148] 70.20 85.20
AP-CNN [120] 82.70 94.00 AP-CNN [120] 75.00 87.30
AACN [119] 82.96 88.69 LHF [125] 77.60 87.10
HLGAT [133] 93.40 97.50 HLGAT [133] 87.30 92.70
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Fig. 6 Multiple granularities-based methods have the advantages of both the global-based methods and the
part-based methods

4.1 Image partition methods

The Multiple Granularity Network (MGN) [108] that Wang et al. proposed achieves very
good results. It is a multi-branch architecture that consists of one global feature learning
branch and two local feature learning branches. The local branches divide the image evenly
into several stripes and perform the same operation as the global branch on each part to
obtain fine-grained feature representation. In order to learn both global and local robust fea-
ture representations of human body parts, Li et al. [55] devise a Multi-Scale Contex-tAware
Network (MSCAN). Each convolutional layer of the network adopts several dilated convo-
lution kernels with diverse receptive fields, then the feature maps gained are concatenated
as the output of the current layer. Considering that the human body is nonrigid, the spatial
transformation network is used to localize latent pedestrian parts instead of using the pre-
defined rigid region. In order to adapt the network to the pedestrian partial localization task,
they devise three new constraints on the learned transformation parameters. Therefore, the
possibility of pedestrian image sample misalignment is reduced.

Although pose estimation can better enhance the alignment, it needs a large number of
labeled data and considerable GPU memory to obtain human pose heatmaps. Therefore, Luo
et al. devise [70] a Dynamically Matching Local Information (DMLI) method, which can
dynamically align local information with no additional supervision. Under the assumption
that for two images of the same person, the features of their corresponding parts of the
body share higher similarity (smaller distance), after obtaining the processed features of
two pedestrian images, the feature distance of the two images is calculated and the distance
matrix is constructed, then the shortest path planning is used to automatically find similar
slices for alignment. Fu et al. [19] propose a Horizontal Pyramid Matching (HPM) model.
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The HPM divides the deep feature maps into several horizontal parts of multiple scales
for a Horizontal Pyramid Pooling operation, and the resulting feature representations of
each part are then utilized to learn multi-scale information independently. The max and the
average pooling features in each partition are fused to learn a person-specific discriminative
representation in a global-local way. Zhang et al. [129] devise a semantic-aware occlusion-
robust network (SORN) for partial and occluded person Re-ID. The SORN consists of three
branches, a global branch, a local branch, and a semantic branch. A spatial-patch contrastive
loss (SPC) is proposed for the global branch to capture occlusion-robust global features.
A foreground-background mask is generated in the semantic branch to indicate the visible
body parts. Inspired by PCB [97], the feature maps are evenly divided in the local branch
and fed to the average pooling to learn discriminative features.

Considering the problem that in the complex real scene, the existing detection model
often produces imprecise bounding boxes, which has a negative impact on the performance
of Re-ID models, Zheng et al. [139] propose another coarse-to-fine pyramid model to ease
the dependence on the bounding boxes. The pyramid is able to capture discriminative infor-
mation at different scales, and segment the feature map layer by layer from coarse to fine.
With a dynamic training scheme introduced, the pyramid model can integrate not only
global and local information but also the progressive clues between them. Zhao et al. [137]
argue to learn person Re-ID by a series of designed human body parts. By grid partition,
they divide the whole image into the vertical, the horizontal, the partial, and the occlusive
parts. A CNN model is trained for each part separately in the training stage. By cascad-
ing the features of corresponding parts and the whole image, the extra part information is
utilized to evaluate the similarity between the gallery images and the probe image.

Inspired by the PCB method [97], Li et al. [60] propose a Multi-Scale Feature Fusion
Network. In the local branch of the proposed network, the average pooling is introduced to
generate a globally pooled feature map. The resulting feature map is divided into six hor-
izontal stripes, and these stripes are trained by six cross-entropy loss functions separately.
Considering that the RPP module in the PCB [97] model makes the network more compli-
cated and the global information is ignored, they suggest replacing the RPP module with a
global branch and combine it with the local branch. Wei et al. [113] design a Global-Local-
Alignment Descriptor (GLAD), as well as a retrieval framework. The GLAD divides the
input image into three parts on the basis of four detected key points. A four-stream deep
neural network is designed to learn robust representation on both the global and local levels.

Similarly based on a key point estimation [7] to align the input image, Wang et al. devise
[110] a two-module framework, which learns the weighted local body part and global fea-
tures jointly. A global pooling is directly applied to capture global features. Observing that
different body parts are of different discrimination, they propose to divide the image based
on the structure of the human body unequally, for the feature extraction of local features.
The extracted local and global features are then fused by the method provided in [142].
Zhao et al. [135] present a Spindle Net, which is also based on the key point to divide
body regions. The network extracts semantic features from the generated body regions sep-
arately, and the resulting features are merged with a competitive scheme. The features with
different semantic levels are merged during different stages, rather than directly concate-
nated together. The method that Rodolfo et al. [82] proposed is the first work that combines
saliency and semantic parsing in a unified framework. The framework proposed is com-
posed of two branches. One is called S-RelD sub-network, which focuses on obtaining
global saliency features, while the other named SP-RelD sub-network focuses on obtaining
local semantic parsing features.
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Considering the challenge of Long-Term Cloth-Changing (LTCC) Re-ID, Huang et al.
[31] publish a large-scale LTCC dataset named Celebrities-reID. The Celebrities-reID con-
tains 10,842 pedestrian images of 590 identities, and nobody in this dataset wears the same
clothing twice. A two-step fine-tuning strategy on human body parts (2SF-BPart) is pro-
posed as the benchmark approach of the Celebrities-reID. Considering that different body
parts of people wearing different clothes play different roles in matching, the 2SF-BPart
partitions pedestrian images via the pose estimation to learn each body part respectively, and
simultaneously takes into account the feature learning of the whole image with the assist
of the two-stream IDE (2S-IDE) neural network [144]. Wan et al. [106] provide a small
real dataset and a large-scale synthetic dataset for Cloth-Changing Re-ID. Meanwhile, they
propse to introduce a local face feature extractor to detect faces, and all the cut face images
are resized to 50 x 50 pixel size. Two 512 dimensional feature vectors learned from the face
feature extractor and the holistic feature extractor are concatenated via a weighted sum.

4.2 Attention-driven methods

Li et al. [58] propose a new attention network called HA-CNN to jointly learn both the soft
pixel-level and the hard region-level attention and feature representations for person Re-
ID. In order to learn different kinds of attention effectively from the shared Re-ID feature
representation, they designed a lightweight harmonious attention module, which can learn
in a multitasking and end-to-end manner. In addition, in order to further improve the com-
patibility between feature description and attention selection, a cross-attention interactive
learning scheme is introduced. Tay et al. [102] devise a new architecture called Attribute
Attention Network (AAN), based on a novel attention mechanism called attribute atten-
tion. This network divides person Re-ID into three branches: the Global Feature Network
(GFN), the Attribute Feature Network (AFN), and the Part Feature Network (PFN). The
outputs of these three tasks are combined using homoscedastic uncertainty learning to pre-
dict the person identification. It is worth mentioning that attribute attention is a very novel
concept. The Attribute Feature Network captures the key attribute information, such as hair
and clothing color. This information is firstly utilized to performs classification on personal
attributes, and the output of this stage is used to generate a class activation map for each
attribute. Finally, the Attribute Feature Network combines the class activation map gener-
ated by the selected attribute classes into a feature map and submits it to the AAM classifier
for learning.

Based on the Strong Baseline [69], Tan et al. [99] propose a novel CNN model which
is simple but efficient for person Re-ID, named MSBA. Between stages of the backbone,
they directly introduce the squeeze-and-excitation modules [27] as attention modules to
strengthen channel attention. Moreover, in addition to introducing two branches from the
second and third stages to generate multi-scale features to improve the generalization abil-
ity of the model, they also introduce an extra local branch at the fourth stage to enhance
the representation of the body features. However, Chen et al. [12] offer an opinion that
those methods have the limitation that although they pay close attention to the most salient
features, they often ignore some relatively less salient features, such as backpacks, shoes,
and so on. In fact, these less significant features often have a very important impact on
the accuracy of pedestrian recognition. In response to this problem, Chen et al. present a
Salience-guided Cascaded Suppression Network (SCSN) to enable the model to mine fea-
tures with different salience at the same time. It introduces two new components, a feature
aggregation module, and a salient feature extraction unit. With a residual dual attention
module and a non-local fusion block, the feature aggregation module is able to restrain the
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salient features gained in the previous stage and learn other potential salient features adap-
tively. For the salient feature extraction unit, the feature map is divided into several stripes,
then each stripe is explored by a convolutional layer, a BN layer, and a ReL.U layer for min-
ing fine-grained information as well as dimension reduction. Finally, a salience selector is
introduced to learn the salience-sensitive weights and judge whether inhibition is needed
accordingly.

Inspired by HOA [9], Cai et al. [130] design a novel multi-scale body-part mask-guided
attention network, which combines both spatial attention and channel attention. The net-
work consists of two attention modules. One is under the guidance of the whole-body mask,
while the other is divided into three parts, guided by bottom-body mask, upper-body mask,
and whole-body mask, respectively. Liu et al. [66] propose a HydraPlus-Net, which fully
utilizes local and global information with multi-level feature fusion. The multi-directional
attention module that they proposed extracts features from the attentive regions of multiple
layers. The generated attention maps are fed to different feature layers multi-directionally,
and the global and local features are integrated into a final feature vector. Considering the
significance of pose information, Gong et al. [22] design a two-stream network, which com-
bines the pose estimation and the attention mechanism. They suggest fusing the high-level
and the middle-level features and correlate global features by the self-attention mechanism
to discriminate the view-invariant features from different semantic levels. Meanwhile, they
introduce a pose estimation stream to guide the self-attention module for taking the edge
information of the human body into consideration. A bilinear pooling is utilized to aggre-
gate the captured features into final features. Sun et al. [94] design a Local to Global with
Multi-scale Attention Network (LGMANet) consisting of two branches. The local to global
branch generates three feature maps of different spatial scales by a pooling generation. Then
the feature maps are segmented into several horizontal bins. During this stage, the local
information of different spatial scales can be fused with the final global information by dif-
ferent segmentation methods. The multi-scale attention branch is introduced to extract the
contextual dependencies from different layers.

Inspired by the Convolutional Block Attention Module (CBAM) [114] and the Squeeze-
and-Excitation Network (SENet) [27], Zhong et al. [145] propose a Part based Attention
Model (PAM), which consists of both the spatial attention block and the channel atten-
tion block. The input image is evenly divided into several parts, and each part is fed into
the PAM to refine the spatial and channel feature. The refined feature maps of the global
and local body parts are fused into the global and local feature representation, each feature
representation is trained by identity classification loss. Yang et al. [121] design an attention-
driven multi-branch network, in which each branch introduces an intra-attention network to
obtain the discriminative parts in the body-part or whole-body images. Similar to the PAM
[145], the attention modules provided in this paper consider both the channel-wise atten-
tion and the spatial-wise attention. They propose to fuse the inter-attention module and the
intra-attention module in an end-to-end manner. The inter-attention module is designed to
adaptively fuse local and global features, while the intra-attention network independently
learns features from the precisely aligned local or global images. Li et al. [62] design a Part-
Aware Transformer (PAT), which is the first work to deal with occluded person Re-ID via a
transformer encoder-decoder architecture integrated in a unified deep framework. It is com-
posed of a part prototype based transformer decoder and a pixel context based transformer
encoder. A self-attention mechanism is introduced into the pixel context based transformer
encoder to learn the context information of the full image. The part prototype based trans-
former decoder is designed to capture discriminative body parts with only identity labels.
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In the part prototype based transformer decoder, a self-attention mechanism is adopted to
further integrate the local context of body parts, while a cross-attention layer is incorporate
to learn foreground part features. Based on ViT [17], Sharma et al. [88] propose a Locally
Aware Transformer (LA-Transformer). Considering that although the output of the visual
transformer is mainly a global classification token, it also generates additional information
about the local parts, they adopt a Parts-based Convolution Baseline (PCB [97])-inspired
strategy to aggregate globally enhanced local classification tokens. With a blockwise fine-
tuning incorporated, the model’s performance on Re-ID task further improves. Zhu et al.
[150] propose that the lack of a clear alignment mechanism weakens transformer’s abil-
ity for person Re-ID task. Thus, they construct an Auto-Aligned Transformer (AAformer).
First, the input images are divided into patches of fixed size, each patch is embedded lin-
early, and the position embeddings are added. Then, the learnable vectors of part tokens
and class token are introduced to generate part and global feature representations sepa-
rately. Similar to paper [88], the proposed framework is also based on ViT [17]. However,
the Multi-head Self-Attention in ViT [17] is displaced by the Multi-head Auto-Alignment
proposed in this paper to achieve part alignment.

The performance of some classical methods mentioned in this section is shown in
Table 3. Taking mAP and Rank-1 (R-1) as evaluation indicators, we enumerate the top four
methods of mAP on Market1501 and Duke-MTMC under each classification, which are
arranged in ascending order of mAP.

5 Benchmark datasets

For the research of person Re-ID, reliable data set is very important foundation. The changes
of illumination and pose in the data sets, as well as their complex background and various
occlusion, play an important role in the training of person Re-ID models. So far, numerous
data sets have been proposed for person Re-ID. In this section, we mainly introduce the
widely used data sets, like VIPeR [24], GRID [68], PRID [26], CUHKO01-03 [56, 57, 59],
Market1501 [141], DukeMTMC-reID [83], MSMT17 [112] and a newly published data set
CrowdHuman [87], as shown in Table 4.

VIPeR [24] Viper is an earlier published data set for person Re-ID, which is characterized
by the diversity of illumination and viewpoint, is quite challenging because each individual

Table 3 Performance of some multiple granularities-based methods

Class Method Market1501 Method Duke
mAP R-1 mAP R-1
Image Partition MFEN [60] 85.90 95.00 MFEN [60] 76.00 87.30
MGN [108] 86.90 95.70 MGN [108] 78.40 88.70
Pyramid [139] 88.20 95.70 Pyramid [139] 79.00 89.00
SSP-REID [82] 90.80 93.70 SSP-REID [82] 83.70 86.40
Attention-driven PAT [62] 88.00 95.40 PAT [62] 78.20 88.80
MSBA [99] 89.00 95.80 SCSN [12] 79.00 90.10
SCSN [12] 88.50 95.70 MSBA [99] 79.70 90.30

LA-Transformer [88] 94.46 98.27 AAformer [150] 80.00 90.10
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Table 4 State-of-the-art data sets

Dataset Time D Image Cam. Label Eval. Size
VIPeR 2007 632 1264 2 Hand CMC 128*48
GRID 2009 1025 1275 8 Hand CMC Vary
PRID 2011 934 24541 2 Hand CMC 128*64
CUHKO1 2012 971 3884 2 Hand CMC 160*60
CUHKO02 2013 1816 7264 10 Hand CMC 160*60
CUHKO03 2014 1467 13164 10 Hand\DPM CMC Vary
Market1501 2015 1501 33217 6 Hand\DPM C\M 128*64
DukeMTMC-reid 2017 1812 36441 8 Hand C\M Vary
MSMT17 2018 4101 126441 15 Faster RCNN C\M Vary
CrowdHuman 2018 339565 24370 Vary Hand R\A Vary

has only two images. It contains 1264 images taken from two different cameras, including
632 identities. These images are hand-labeled and adjusted to 128 x 48 pixels.

GRID [68] The QMUL underground Re-ID data set, which is called GRID, is collected
by 8 uncrossed and uncalibrated cameras at a subway station. Among these cameras, two
platforms are equipped with three cameras each, while the other two monitor a connection
junction point far away from the platforms. The quality of these images collected in this
data set is quite poor, and the activities in the scene are very complex, which makes the data
set considerably challenging. The whole data set consists of 1275 images of 1025 identities.

PRID [26] The PRID data set consists of two versions, one is the single-shot version, and
the other is the multi-shot version. In the single-shot version, each identity only has one
image which is randomly selected. While in the multi-shot version, each identity has at
least five images collected from per camera. Images in this data set are collected from two
different static surveillance cameras, and there are great differences in background, pose,
illumination, etc. This data set contains 24541 images of 934 identities.

CUHKO01-03 [56, 57, 59] In 2012, Li et al. presented their first data set CUHKO1 [59],
which contains 971 identities and per identity has two images collected in two non-
intersecting cameras. One year later, they proposed the second data set CUHKO02 [56].
Compared with the earlier CUHKO1, there are up to ten camera views in the CUHKO02 data
set. These camera views are divided into five pairs, each pair has 971, 107, 306, 239, and
193 identities respectively, and per identity has two images collected in each camera. On
the basis of cuhkO1 and cuhk02 data sets, in 2014 they proposed the CUHKO03 data set [57],
which is the first data set that is huge enough to train DNN models. The whole data set con-
tains 13, 164 images of 1, 360 identities. With six surveillance cameras fixed, each identity
is captured by two non-intersecting camera views, averaging 4.8 images per view. It not
only provides the pedestrian images that are manually cropped but also provides the samples
which are detected by the pedestrian detector automatically. In addition, in this dataset, the
samples collected from the five pairs of camera views are admixed together, and thus form
a complex cross-view transformation. Therefore, compared with the previous data sets, this
data set is more complex and closer to the real scene.
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Market1501 [141] Market1501 is a data set collected on the campus of Tsinghua University
in the summer. With five high definition cameras and a low definition camera used, a total
of 1501 pedestrian images were collected. In the training set, there are 12,936 images of
751 identities; while in the testing set, there are 19,732 images of 750 identities. Different
from the CUHKO3 data set using the DPM detector, except for false positive boxes, the
Market1501 data set also provide false alarms.

DukeMTMC-reid [83] Collected by eight outdoor cameras, the DukeMTMC-relD data set
contains 36,441 images of 1,812 identities. Among them, 702 identities are randomly
selected to form the training set, and the others to form the test set. The trajectories are
manually annotated with an interface to mark key points and associate identities between
cameras. Thus, with the key points automatically interpolated, each identity has ground-
plane world coordinates and single-frame bounding boxes of all the cameras in which it is
collected.

MSMT17 [112] The MSMT17 data set is collected by 12 indoor cameras and three outdoor
cameras, consisting of 126,441 images of 4,101 identities. For capturing the initial video,
four days with diverse climate conditions are randomly selected during a month, Every
morning, noon, and afternoon, and three hours of video were taken respectively in the morn-
ing, noon, and afternoon per day. Therefore, the images collected in this data set have high
diversity, and the illumination and pose variation of these images are complex. Thus, it is
closer to the actual scene.

CrowdHuman [87] This is the first data set specifically aimed at the human detection task
of crowd problems, and the average number of people in the image is as high as 22.6.
This data set is considerably huge, contains 15,000 images for training, 4370 images for
verification, and 5000 images for testing. There are up to 339,565 identities in all the images,
with various kinds of occlusion. More than this, it provides three kinds of annotation boxes,
a full bounding box for each instance, a head bounding box for the head area, and a visible
bounding box for the unoccluded parts.

6 Training tricks

Effective training tricks have positive effects on the performance of the model, and some
of them are introduced in many papers, such as [69, 70, 99]. In this section, we will give a
brief overview of some popular training tricks.

Random Erasing [147] Zhong et al. propose a data augmentation method to train the convo-
lutional neural network named Random Erasing. In the training stage, the Random Erasing
selects a rectangle region randomly with a certain probability, to erase pixels of the selected
region with random values. Thus, training samples with multifarious occlusion are gener-
ated, and the robustness of the model to occlusion can be enhanced. The area proportion
and aspect ratio of erasing areas can be controlled by parameters.

K-Reciprocal Encoding [146] Zhong et al. design a k-reciprocal encoding mechanism for
the re-ranking of Re-ID results. They provide a hypothesis that if the gallery image is sim-
ilar to the probe in the k-reciprocal nearest neighbor, it seems more likely to be the real
match. The weighted k-reciprocal neighbor set is firstly encoded into a vector and forms
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the k-reciprocal feature. Subsequently, the Jaccard distance of the two images is calculated
according to their k-reciprocal features. A local query expansion mechanism is developed
to further achieve more robust k-reciprocal features. As the final distance, the weighted sum
of the original distance and the Jaccard distance will be calculated.

BNNeck [70] The combination of triplet loss and ID loss is a widely used method to train
Re-ID model [3, 14, 16]. However, considering that the optimization objectives of the two
loss functions might not be consistent, it is possible that one loss is oscillating while the
other is decreasing. To address the problem, Luo et al. propose a BNNeck mechanism.
BNNeck simply applies a batch normalization (BN) layer between features and the FC
layers. The features before BN layer are introduced to train the triplet loss, while the normal-
ized features after BN are used to train the ID loss. The features are Gaussian distribution
around the surface of the hypersphere. In this way, the ID loss is easier to converge, and
the constraints on ID loss are reduced. Thus, the triple loss is easier to converge at the same
time.

Label smoothing [98] Considering that there are usually a small number of false labels in
the learning samples, which may influence the performance of the model, Szegedy et al.
present a Label Smoothing mechanism, which assumes that there may be errors in the label
during training to prevent over-fitting. Suppose there are a smoothing parameter and a dis-
tribution on the label u (k), which is independent of the training example X. For the training
example with a ground-truth label y, the process can be divided into two stages. Firstly,
set the label k as the ground-truth label k = y. Secondly, with a certain probability, k is
replaced by the sample extracted from the distribution u(k). They suggest that using the
prior distribution on the labels as u(k).

7 Future directions and current limitations

For the person Re-ID tasks, complex models tend to achieve higher accuracy. Therefore,
researchers have designed many multi-branch models and deep network frameworks. The
complex network structure causes huge calculation consumption, which suffers from chal-
lenges in training and parameter adjustment, and makes the research cost for person Re-ID
increases greatly. Therefore, despite the good performance in experiments, some of the
existing person Re-ID models cannot be used in the real sense. It should be an important
research direction that how to use the lightweight network structure and less calculation
consumption to achieve the ideal Re-ID accuracy.

Moreover, despite the publication of several large-scale datasets, the training samples are
still far from enough. Although the training samples can be expanded by image generation,
there are still considerable differences between true images and generated images. Current
image generation methods are difficult to simulate the complex occlusion and illumination
changes in the real scene, as well as the differences between different monitoring devices.
Meanwhile, most of the existing person Re-ID methods acquiesce in the existence of bound-
ing boxes, that is to say, person detection and person Re-ID are carried out separately in
the great majority of the existing methods. However, in real application scenarios, person
detection, and person Re-ID often need to be carried out simultaneously. Therefore, how to
integrate both tasks into a unified framework, and meanwhile consider the negative impact
of inaccurate bounding boxes on the performance of models, is still a problem to be solved.
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Considering that it is almost impossible for people to wear the same clothes for a long
time in real scenes, Long-Term Cloth-Changing (LTCC) Re-ID has important research sig-
nificance. At present, the methods for cloth-changing Re-ID are mainly divided into two
categories: learning cloth-invariant feature representation and generating clothing-changed
samples through image generation methods to train models. The research on cloth-changing
Re-ID is insufficient and should be paid attention to. Simultaneously, in real monitoring
environment, serious occlusion often occurs, and the collected pedestrian images are often
partial. Therefore, partial Re-ID and occluded Re-ID should also be further explored.

In addition, with the popularity of UAVs, more and more crowded places tend to utilize
UAVs for object detection and monitoring. However, the research on pedestrian recognition
in aerial images is relatively poor. To solve this problem, we will carry out further research
in the future.

8 Conclusion

Due to the limitations of training samples, illumination variation, camera sensors differ-
ences, pose variation, and other inherent limitations, person Re-ID is still a challenging task
and has received extensive attention. In recent years, person Re-ID has been widely stud-
ied. In this paper, we give a comprehensive review of some current methods for person
Re-ID. Firstly, we discuss the challenges faced by person Re-ID and its significance. Sec-
ondly, we briefly review the current methods based on deep learning. We divide these deep
learning-based methods into three categories: global-based methods, part-based methods,
and multiple granularity-based methods. Based on each classification, a secondary classi-
fication is made according to the learning method of models. Thirdly, we provide some
descriptions of popular person Re-ID datasets and summarize several common training
tricks. In addition, we summarize the performance of some mentioned methods on the three
most popular datasets in recent years. We hope this paper can provide a reference for future
works.
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