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Abstract

Stock linkage refers to the correlation or similar performance of two or more stocks in the
stock market. The quantification of stock linkage relationship is the trend and difficulty of
research in recent years. The study of stock linkage can dig out the potential relationship
between stocks at a deeper level. At present, the existing research often only studies the
linkage phenomenon from the perspective of the correlation or similarity of stock
movement, and there is no unified and standard numerical index to effectively describe
the degree of linkage phenomenon, which greatly hinders the progress of research.
Aiming at the problem that it is difficult to quantify the phenomenon of stock linkage,
we analyze the correlation and morphological similarity of time series, and propose the
combination of correlation coefficient and time weighted distance as the numerical
expression of stock linkage for the first time, so as to realize the quantification of stock
linkage. In addition, the parallel network structure of LSTM model is designed, and the
automatic noise reduction encoder and wavelet transform module are added as the noise
reduction processing layer, which effectively improves the prediction performance of
LSTM model for stock market linkage numerical time series. Three different types of
comparative experiments based on 2.309 million stock market sequences show that the
proposed optimized LSTM model has more accurate prediction effect, and its RMSE
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error is 18.68% lower than the compared DB-LSTM model and 46.38% lower than
SDAE-LSTM model.

Keywords Stock linkage - Long short-term memory - Numerical representation - Dynamic time
warping - Optimized model

1 Introduction

The general definition of stock linkage [4] phenomenon is that the stock market trend has a
high correlation over a period of time and a similar stock price fluctuation curve. Effective
discovery of stock linkage can help investors improve portfolio efficiency and avoid certain
investment risks [13]. The fluctuation of stock price is related to several factors—they not only
include the operating conditions of the listed companies but also factors that are difficult to
quantify such as national policies, tendencies of public opinion and investor sentiment at the
given time. Therefore, the phenomenon of stock price linkage is usually difficult to fully
explain, and it is even more difficult to formulate a unified analysis and evaluation criteria for
it, which further increases the level of difficulty of research in this field [17].

Stock linkage is used to describe the degree of linkage effect between two stocks in the
phenomenon of stock linkage, and it has a deeper meaning than correlation. Correlation mainly
expresses static correlation—regardless of time order, and mainly examines the correlation in
numerical values. However, linkage expresses dynamic correlation, and it is a sudden and
persistent phenomenon. Even if the stock group has strong linkage, the linkage behavior will
appear time-offset and duration inconsistent owing to the loss of information in the stock
market and the time cost. This complexity indicates that the research on stock linkage is still
limited to the study of correlation between stocks.

Based on the different stock data used, there are several ways to mine the correlation
between stocks. Generally, the mining can be divided into association network based on the
text information for association mining [3] or based on time series data of volume and price
[11, 12].

Through the study of a large volume of financial time-series data and the analysis of the
periodicity of human economic activities, scholars have realized that financial time-series data
show a certain time-varying feature [14]. Relevant studies have proved that most temporal
features change from original invariance to variable with the increase in time duration. In the
financial domain, the traditional data mining model cannot deal with such complex data
describing financial markets [18]. Moreover, the traditional model mainly relies on the
artificial design of features, and it is difficult to avoid the influence of subjective, targeted,
and incomplete factors. However, the development of neural network methods, especially deep
learning, is useful to effectively mitigate these problems to some extent [5, 9].

Currently, in the financial domain, the application of deep learning mainly focuses on the
prediction of financial market movement. To predict the continuous weekly data of different
exchange rates, a deep confidence network that uses continuous restricted Boltzmann machine
(CRBM) was constructed by Shen et al. Cheng S H used decision tree and neural network to
solve the problem of stock classification [6]. They take financial indicators as the core,
combined with decision tree technology, establish mixed classification models and prediction
rules that affect stock price fluctuations. However, there are many factors affecting stock price
fluctuation, and it is risky to predict only with financial indicators as the core data. Dixon M
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et al. describe the application of deep neural networks for predicting financial market-
movement directions. They describe the configuration and training approach and then dem-
onstrate their application to backtest a simple trading strategy over 43 different commodity and
FX future mid-prices at 5-min intervals [8]. The specific applications in the literature are very
innovative, but the performance of the model in different market environments still needs more
support from comparative data, and there is still some room for improvement in the accuracy
of prediction. Akita et al. proposed a novel application of deep learning models: paragraph
vector and long short-term memory (LSTM) for financial time-series forecasting. The perfor-
mance of their approach is demonstrated on 50 companies listed on the Tokyo Stock Exchange
[2]. However, the stock markets of different countries have their own characteristics. In the
Chinese market, the factors affecting the stock price are complex. In the process of solving
practical problems, we still need to make targeted improvements on the basis of some known
models. Presently, deep learning models for various application scenarios and research tasks
have been designed in various fields. This is further promoting the development of deep
learning while achieving continuous progress in various fields [7, 16].

However, the accuracy of the above methods for classification or time series prediction still
has a large room for improvement. In addition, due to the lack of a unified numerical index to
quantify the degree of stock linkage, people cannot directly apply the deep learning method to
the prediction of stock linkage, but can only be applied to the prediction of financial time
series, which makes a natural barrier between the scientific research method and the actual
application, and cannot be broken through.

The phenomenon of stock linkage is usually manifested as time dislocation, duration
difference and linkage range difference between different stocks. The existing research often
studies the performance of the stock market from the perspective of correlation or similarity,
which cannot directly predict the phenomenon and degree of stock linkage. This limitation
greatly hinders the development of stock linkage research. Therefore, this paper proposes a
unified and standard numerical index to effectively describe the degree of stock market
linkage. Based on dynamic time warping (DTW), this paper proposes a numerical criterion
to describe the degree of stock linkage. Furthermore, an optimized model based on deep
learning is constructed to predict the future linkage between stocks. This prediction model
breaks the previous model of stock link research based on stock price time series data or stock
fundamental data only. By introducing different types of features, it provides a new and
optimized method for stock linkage analysis.

We obtained 190,900 stock market data on a single day, and through the pairwise
combination of 100 stocks, we finally got 4950 stock market data on a single day, with a
total of 2,300,900 stock market difference series. Time-weighted DTW algorithm is used to
mine the similar information of time series in morphology, deal with the continuity and lag of
stock linkage phenomenon, and emphasize the impact of recent stock market changes on stock
linkage. The time-weighted DTW distance value is calculated and converted into DTW
similarity, and then combined with Pearson partial correlation coefficient to obtain the
numerical expression of stock linkage considering the stock market environment. A two-
layer LSTM mesh model is constructed, and wavelet transform is used to denoise the input
sequence of the model. The experimental results show that our model has a great advantage in
predicting the performance of stock linkage numerical time series. Compared with other
methods, it can reduce the RMSE error by 46.38% at most.

The remainder of this paper is organized as follows. Section 2 introduces the numerized
representation of stock linkage in detail. Section 3 describes the establishment of stock linkage
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prediction model based on optimized LSTM. Section 4 presents the experiments on the
proposed model and their results. Finally, Section 5 states the conclusions and comments on
further research.

2 Numerized representation of stack linkage

Stock linkage is a numerical criterion used to describe the degree of stock linkage. Statistical
methods have been commonly utilized for this purpose in previous studies. The degree of
correlation between two time series is expressed by calculating the correlation coefficient and
partial correlation coefficient between stock price time series. Although the calculated results
can express stock linkage to a certain extent, there is still a discrepancy between them and the
results of practical application.

In reality, the inter-stock linkage is not only reflected in the numerical correlation of stock
price series but also in the degree of similarity in trends. Therefore, we propose a new
numerical expression. The time-weighted DTW algorithm is used to process stock price
time-series data. The calculated optimal alignment path distance is converted into similarity
and combined with Pearson partial correlation coefficient. The mixed expression is considered
as the numerical expression of stock linkage. This expression shows improved consideration of
the continuity and lag of the stock linkage phenomenon; therefore, it is more suitable for
describing stock linkage. Firstly, we select the appropriate correlation coefficient to describe
the correlation of stock prices. Then, we use the algorithm based on dynamic time warping to
calculate the linkage of stocks, and time weight the dynamic time warping algorithm. Finally,
we linearly combine the two numerical expressions from the perspectives of numerical
characteristics, morphological characteristics, time dimension and so on, the linkage index
between stocks with stronger expression ability is obtained.

2.1 Stock relevance based on Pearson correlation coefficient

Pearson correlation coefficient [1] is used to quantitatively express the possible linear corre-

lation between continuous random variables with fixed distances. The Pearson correlation

coefficient of two fixed-distance continuous random variables: X and Y is equal to the quotient

of the product of covariance and standard deviation between them. It is calculated by Eq. (1).
_cov(X.Y) _E((X — p)(Y — py)) E(XY) — E(X)E(Y)

7.0 0:0y VE(?) — B0\ JE(Y?) — E(Y)

X

where,
cov(X, Y)—Covariance between variables X and Y,
o, 6y,—Standard deviation of variables x and y, respectively,
Hx.My—Mean of variables x and y, respectively,
E(X)—Expectations for variable x.

The Pearson correlation coefficient is between -1 and 1. If the absolute value of the coefficient
value is close to 0, the correlation degree between the random variables is low. The relation-
ship between the range of Pearson correlation coefficient and the degree of correlation is
presented in Table 1.
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Table 1 Pearson correlation coefficient range and correlation degree comparison table

Pearson correlation coefficient range Correlation degree
0.8-1.0 very high

0.6-0.8 high

0.4-0.6 moderate

0.2-0.4 low

0.0-0.2 no

Pearson correlation coefficient is usually chosen to calculate the correlation degree between
two stock price time series while using the correlation coefficient to describe stock linkage.
Although Pearson correlation coefficient does not consider the temporal order of the original
data, it is unable to deal with time series of different lengths and cope with the lagging problem
in the phenomenon of stock linkage. However, the correlation analysis of stock price volatility
in a short duration can still achieve good results.

As shown in Fig. 1, during the period from 25 November, 2016 to 29 December, 2016, the
downward trend of China’s A-share market and the lack of investor confidence in the stock
market seem to cause the downward trend of stocks 000063 and 000166 simultaneously.
However, this is not indicative of a linkage effect between the two stocks.

In practice, stock linkage is not only caused by mutual influence but also by the fluctuations
in the stock market as a whole. Therefore, we choose the time series data of the Shanghai-
Shenzhen 300 Index as the market environment variable. They accurately express the linkage
between stocks by calculating the first-order partial correlation coefficient of stock price time
series by considering the market environment variables. This partial correlation coefficient is
given by Eq. (2) as follows.

Yii = VinVjn 2)

Yijtn) =
\/ 1- %Zh\/ 1- ’th
where,

Yijn—Partial correlation coefficient of stocks i and j after controlling market environment

variable, h,
vin—Simple correlation coefficient between stock and environmental variables.

2.0 —— 000063
— 000166
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Fig. 1 Comparison of stock price trends
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2.2 Stock linkage based on DTW

DTW seeks the optimal alignment path between two time series by minimizing the cumulative
distance between them. DTW can not only handle time series of different lengths but also fold
and twist the time so that the corresponding peaks or troughs can be aligned at different time
points. This feature enables DTW to tackle the problems in stock linkage phenomenon such as
the lag of time dislocation of linkage effect. An example of time series alignment for DTW is
illustrated in Fig. 2 [10].

In the DTW algorithm, a distance mapping table, D, is created between the time series by
calculating distance di, j between the different elements in the time series with lengths m and n,
and then the minimum cumulative distance, Di, j, between different elements of the two time
series is calculated by dynamic programming. Subsequently, a cumulative distance map
between the time series is constructed. Di, j represents the minimum cumulative distance
required to reach point (i, j) from origin (0,0), and it is given by Eq. (3) as follows.

Dij =d;j+min{Djj_y,Di_1j,Di_1j-1} =2, , m=2, , n (3)

The initial conditions in the equation are set as follows:

Dy =di, (4)
J
Dl.j:Zdlﬂj:177n (5)
p—1
Di,l :qujli: 177m (6)
g—1
,’/“\ /(‘\\ TN
/ J \
- // \\ \\
,//— \\\ // ‘\ /
A \\ \\ /
o \\_// v,
\\
- ~ / \\
/ 4 \\ /
A g \ /

Fig. 2 Non-linear alignment of time series by DTW
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DTW algorithm can not only find the shortest alignment path of two time series, but also
calculate the distance of the path. Therefore, DTW algorithm is also a common time series
similarity calculation method. Therefore, DTW algorithm is also a common time series
similarity calculation method. In order to complete different time series analysis tasks, DTW
algorithm has developed a variety of step patterns in calculating the distance between different
time series elements, which are " symmetricl”, " symmetric2”, " asymmetric”, " rabinerJuang”
and " symmetric5”. A visual example of them is shown in Fig. 3.

In Fig. 3, each hollow and solid node is the corresponding pairing point of each element of
two time series, and it is also the node in the distance mapping graph between time series. The
line segment represents the path that can calculate the cumulative distance, and the number on
the line segment represents the corresponding weight of the path. By designing different
available paths and assigning different path weights, different optimal alignment paths and
different time series similarity can be obtained. “symmetricl” and “symmetric2” modes can
get a continuous alignment path, while “asymmetric”, “rabinerJuang” and “symmetric5”
modes can get a discontinuous alignment path. This “discontinuity” means that elements in
one time series have no aligned elements in another time series. This discontinuous alignment
path actually increases the tolerance of time series non stationarity.

It is incorrect to pursue only morphological similarity between two stock price time series
while calculating stock linkage. Owing to the strong timeliness of the stock market, there is no
obvious rule for the emergence of stock linkage under the influence of complex factors in the
market. There can be several variations in the time of appearance and disappearance, duration,
and strength of the linkage effect. The closer the time between the two stock price time series,
the more similar is the shape of the price curves. Therefore, in this study, the first exponential
smoothing is added to the part of the DTW algorithm that calculates the minimum cumulative
distance to emphasize the influence of recent morphology on the computational similarity for
predicting stock linkage in the future. This operation is shown in Eq. (7).

D,-J:ad,-d»—}—(l —a)min{Di,j_l,Di_l,j,Di_ld-_l} =2,,m=2,,n (7)

According to the equation, the larger the weight coefficient, the greater the influence of recent
shape on the calculation of similarity between stock price time series. In this study, a = 0.98.

In the constructed stock time series data set, the price of different stocks differs at multiple
levels. To eliminate the influence of dimension difference, this study uses the Z-score method
to standardize the price of each stock and improves the effect of the time-weighted DTW
algorithm in finding the optimal alignment path and calculating time series similarity, as
shown in Fig. 4.

Compared to Pearson correlation coefficient, the time-weighted DTW algorithm can not
only mine the similar information of time series in morphology but also tackle the continuity

O O

symmetricl symmetric2 asymmetric rabinerJuang symmetric5

Fig. 3 Comparison of stock price trends [19]
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Fig. 4 DTW path planning results before (left) and after (right) Z-score

and lag of the stock linkage phenomenon and emphasize the impact of recent stock market
changes on the stock linkage.

2.3 Numerization algorithm of stock linkage

The Pearson partial correlation coefficient considers the influence of market environ-
ment factors on the numerical correlation of stock price series. It includes the
numerical correlation characteristics of stock linkage. Time-weighted DTW similarity
can be used to represent morphological similarity between sequences with different
time offsets and lengths.

Specifically, the Pearson partial correlation coefficient is more sensitive to the range of
volatility in stock price time series. It is more suitable to measure the correlation of the gentle
trend part of the sequence. Time-weighted DTW similarity measures the similarity between
sequences directly from the morphological point of view. It emphasizes the consistency of
wave directions; however, the difference contribution of relative fluctuation range is
insufficient.

We use the method of time weighted dynamic time warping algorithm combined with
Pearson partial correlation coefficient to analyze the numerical correlation and morphological
similarity of time series, so as to transform the problem of linkage relationship mining among
stocks into the problem of linkage value prediction among stocks. The time weighted dynamic
time warping algorithm is used to process the stock price time series data. The optimal
alignment path distance is converted into similarity and combined with Pearson partial
correlation coefficient. The hybrid expression is used as the numerical expression of stock
linkage. Therefore, considering the continuity and lag of stock linkage phenomenon more
comprehensively, it is more suitable for the quantification of stock linkage than a single
method.

For stocks i and j, the time-weighted DTW distance of the time series can be transformed
into DTW similarity, s;;, using Eq. (8), and it can be linearly combined with Pearson partial
correlation coefficient, v; ;). Then, the numerical expression of linkage considering the stock

market environment factor, h, can be obtained as shown by Eq. (9).
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(8)

ci,i:al-si,;—i-az-”yiﬂh) (9)

3 Establishment of stack linkage prediction model based on optimized
LSTM

Based on LSTM model, this paper takes the characteristics of stock price and transaction scale
as the description attributes of stocks, and as the characteristics of constructing input time
series, so as to predict the linkage changes between stocks in the future. The modeling process
of stock linkage prediction based on LSTM model includes four parts: the construction of
model training samples, the detailed design of neural network model, model training optimi-
zation and avoiding over fitting, model effect improvement and scalability.

3.1 Construction of training samples

To merge the time series data of two stocks to construct input that is acceptable to the model,
the difference construction method is used. In other words, while predicting the stock linkage
between stocks A and B for a future time period, the input samples are constructed by using

the difference between the two series. The time series structure of the sample is illustrated in
Fig. 5.

Time t

Time t+1

Time t+2

___________________________________________

Time t+m E" ‘ 1‘:

Fig. 5 Structural diagram of input sample time series

@ Springer



12608 Multimedia Tools and Applications (2022) 81:12599-12617

In this figure, each column corresponds to a feature time series of stocks, e.g., stock closing
price difference time series, stock trading volume difference time series. Input samples are
listed as rows for a given time. Each sample comprises multiple feature dimensions. Each input
sample corresponds to a linkage value at the same time. This value is a linkage index
calculated by using the historical data of the sample from the current time as the starting point
and a certain period of time ahead as the prediction object of the model.

The training input to the model is a fixed time-length sample sequence. It comprises n
features with n dimensions. The training output is the linkage value at the next moment after
the end of the period, and its dimension is one. By learning the variation of stock market data
in a period of time, the model extracts the variation rules to predict the possible degree of
linkage in the future.

3.2 Structural design of optimized LSTM model

In the prediction task of stock linkage, the structural design of the LSTM model needs to
obtain one-dimensional similarity output from multi-dimensional input samples. Input samples
comprise multiple parallel sequences composed of attribute values; therefore, the sequences
are independent of each other. Considering that the model may need to add more attributes in
the actual environment to fully describe the relative changes between stocks, a model structure
reflecting independence and association is designed.

Moreover, the financial time series contains a considerable amount of noise. Therefore, to
improve the prediction performance of the model, the corresponding denoising automatic
encoder module or wavelet transform module is configured as the denoising processing layer
after the input layer according to the characteristics of the corresponding attributes. The
structural design of the prediction model is illustrated in Fig. 6.

=

o e
e e

| DAE ‘ Wavelets Transform
s

n layers

oo oo

J

Y
M-dimensional input samples

Fig. 6 Prediction model network structure diagram
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In this figure, the input to the optimized LSTM model is the time series of attribute
difference. Two sets of parallel feature sequences are obtained through the denoising layers
of the automatic encoder and wavelet transform. These two sets of parallel feature sequences
are spliced at the merge layer present after the LSTM modules with different number of layers.
Then the full connection operation is completed at the dense layer. The final one-dimensional
output is the predicted value of stock linkage corresponding to the M-dimensional input
sample.

3.3 Model training optimization

The prediction model based on LSTM network structure is vulnerable to poor results and over-
fitting in the training process. It is optimized by the gradient-updating algorithm and the
regularization improvement over-fitting algorithm.

¢ Adam algorithm

Adam algorithm is usually used to update the gradient while training the neural network-based
model. It is defined as follows.

my = pmy + (1= p)g, (10)

no =1+ (1 —v)g? (11)
corrected

0, = — (12)

- n
/nfnriected + €

where,
m,—First moment estimation of gradient,
n,—Second moment estimation of gradient.
méorected__Corrected value of my is approximately the unbiased
estimate of expectation.
corrected__Corrected value of ny is approximately the unbiased
estimate of expectation.

n—Learning rate of the model.

n

*  Dropout method

The dropout method of the cyclic neural network model is slightly different from other neural
networks. It does not cause random inactivation of neurons in the circulatory structure to
artificially damage the data because with LSTM, it is easy to magnify error data. As illustrated
in Fig. 7, to achieve the regularization effect, the output of each module can be randomly
dropped at the full connection layer of the LSTM model in a certain proportion. The
structure can also be improved so that when data flows through the LSTM modules at
different layers, it maintains its original state in the forward direction of the time
series; however, the dropout operation is performed randomly in the direction of the
LSTM modules at different layers.
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Fig. 7 Dropout regularization of multilayer LSTM modules

4 Experimental results and analysis
4.1 Data acquisition and preprocessing

According to the weight of each component of the Shanghai and Shenzhen 300 index, we
selected the first 100 stocks as the research object of this paper. Among the 100 sample stocks,
there were 44 sub sectors, accounting for 17% of the banking industry, accounting for 17% of
the total, followed by the securities, insurance and Baijiu industries. At the same time, there are
20 regions, of which Beijing accounts for the highest proportion, accounting for 27%,
followed by Shanghai, Shenzhen and Jiangsu respectively. 60% of the regions contain less
than 3 sample stocks. These differences in industry and geographical distribution also reflect
the current situation of China’s economic environment to a certain extent. As the stock market
situation changes over time, too long stock data are not obviously helpful to the study of the
current and future stock market. Therefore, the nearly two years from July 1, 2016 to June 30,
2018 are selected as the time span of the study.

This paper uses five different data sources to collect the stock price time series data and the
basic information of the stock. Data acquisition from tushare platform (http://www.tushare.
org). The data interface is mainly obtained from Sina Financial platform (https://finance.sina.
com.cn), TongHuashun platform (http://www.10jgka.com.cn), Shenzhen Stock Exchange
(http://www.szse.cn) and Shanghai Stock Exchange (http://www.sse.com.cn). The crawled
data are compared in many ways. When there are differences, Voting and manual review are
adopted to ensure the correctness and consistency of stock time series data set and stock basic
information. To sum up, the start and end dates of the stock price time series data collected in
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this paper are July 1, 2016 and June 30, 2018 respectively, including 487 trading days,
covering 100 sample stocks, and a total of 190,881 trading market data.

Finally, the stock data are preprocessed by unified format, post complex weight processing
and interpolation. The processed stock price time series data ensure the time continuity of the
data and the consistency of the time scale.

4.2 Experimental setup

The environment configuration for the contrastive experiments on the stock linkage prediction
model based on LSTM is as follows.

1) Ubuntu 16.04 LTS(64 bit).

2) Python 2.7.15.

3) TensorFlow, TensorBoard, Keras, Sklearn, NumPy.

In this study, Pearson partial correlation coefficient and time-weighted DTW distance between
stock sequences are calculated by three time windows of 3, 5, and 20 days. The time-weighted
DTW distance with the highest co-direction fluctuation ratio and the time window size of 20
days is chosen as the numerical expression of stock linkage. One-day market data comprising
190,900 stocks, after the two groups of 100 stocks made a difference, finally obtained a one-
day market difference sequence of 4,950 stocks, a total of 23,009,000 stocks, and time-
weighted DTW distance labeling for each market difference. Stocks 000001 and 000002 are
used as examples, and the time-weighted DTW distance between them from July 01, 2016 and
June 30, 2018 are presented in Fig. 8.

As shown in Fig. 8, there have been four obvious linkage phenomena between the two
stocks in the entire time span. The duration of the phenomenon is 10.3% of the total, i.e.,
approximately 48 trading days, with an average duration of 10 trading days. It can be seen that
there may be linkage phenomenon in the short run even between unrelated stocks in general.

x
S

o
=

0.6

0.5

Time-weighted DTW distance

0.3

0.2

0.1

100 200 300 400
Time
Fig. 8 Time-weighted DTW distance between Stocks 000001 and 000002

oA
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Timely prediction of such linkage changes can be useful to avoid possible risks and risk
concentration.

To determine the number of layers and the size of hidden units in LSTM module, prediction
models of LSTM module with 1, 2, and 3 layers are implemented. Rectified linear activation
unit (ReLU) is adopted as the activation function in all models, and the dropout ratio is set to
0.1. Data of 100 trading days are used to train the model and predict the linkage of 20 trading
days in the future.

Stock linkage prediction is a regression problem; therefore, the experimental results can be
evaluated by root mean square error (RMSE), mean square error (MSE), and mean absolute
error (MAE). These three evaluation criteria can be calculated as follows.

(13)
1\4SE:izN:(ot—y)2 (14)
N =1 '
1 N
MAE:NZIOt—yfI (15)

where,
N—Size of test set.
0,—Observation value of t-time.
y—The predicted value of t-time.

4.3 Experimental results

The experimental results of the optimized model proposed with different number of layers of
LSTM modules are presented in Table 2.

Table 2 shows the comparison experimental results of prediction models of different LSTM
module layers. The increase of LSTM module layers cannot steadily improve the prediction
performance of the model. Through the comparison of the prediction results of single-layer,
double-layer and three-layer models, at present, the double-layer LSTM model has achieved
the best results. Compared with the single-layer LSTM model and three-layer LSTM model
with the same characteristic number, the double-layer LSTM model has higher prediction

Table 2 Error comparison with different number of layers of LSTM models

Number of layers RMSE MSE MAE
1 0.207 0.045 0.164
2 0.183 0.031 0.142
3 0.219 0.047 0.178
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performance. Therefore, in the stock linkage prediction experiment, the prediction model uses
two-layer LSTM module. The reason why the double-layer LSTM model achieves better results
is that it contains more parameters than the single-layer LSTM model in the current data scale,
has stronger nonlinear expression ability, and learns stronger sequence features through dropout
and other methods. However, the network complexity of the three-layer LSTM model is higher,
but it has the opposite effect. It can be seen that the more the network layers, the better.

Furthermore, quality of the input samples has a great impact on the prediction performance
of the model. To mitigate the problem of large amount of noise in the input samples, this study
adds a module to denoise input samples on the basis of the LSTM basic model. The final
optimized LSTM model is constructed by combining the wavelet transform with DB4 wavelet
basis with the denoising automatic encoder.

As shown in Fig. 9, the high-frequency noise in the input time series of attribute difference
is significantly reduced by using the wavelet transform with DB4 wavelet basis. The fluctu-
ation curve becomes smoother, which is beneficial for the LSTM model to make robust
predictions.

As shown in Fig. 10, the noise reduction automatic encoder designed in this study uses a
three-layer network structure that comprises 20, 16, and 20 hidden units in the ratio of 5:4:5.
Here, ReLU is used as the activation function, and adding 5% Gaussian noise to the input
sequence creates information loss to re-learn and construct more expressive input features.

To verify the predictive performance of the optimized LSTM model for the numerical time
series of inter-stock linkage, three different types of comparative experiments were conducted
in this study.

The first group of experiments is with the basic reference model, including the traditional
LSTM model and the autoregressive integrated moving average (ARIMA) statistical model.
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Fig. 9 Comparison of denoising results of linkage value series
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Fig. 10 Network structure of noise reduction automatic encoder

The ARIMA model is trained by using the first-order differential sequence with stationarity.
According to the calculations of autocorrelation function (ACF) and partial autocorrelation
function (PACF), the Akaike information criterion (AIC) is used as the primary evaluation
criterion. Finally, the first-order autoregressive (AR) and 0-order moving-average (MA)
models with the best selection effect are determined for the experiments.

The second group of experiments involves a comparative model that uses the wavelet
transform technology to denoise the input sequence. It includes the deep bidirectional ARIMA
(DB-ARIMA) and the deep bidirectional LSTM (DB-LSTM) models that have achieved good
results in stock-price trend prediction. Both models use the DB4 wavelet basis.

The third group of experiments involves the reconstruction of the contrast model of input
sequence by using automatic encoder. Furthermore, the stacked denoising autoencoder
(SDAE)-LSTM model for reconstructing input samples is included [15]. In the task of stock
index trend prediction, the four-layer network structure with 16, 8, 8 and 8 hidden units
respectively achieves the best prediction performance. It is verified that the structure also
achieves the optimal results under the model in the stock linkage forecasting task.

In this study, the data set was divided according year, and 20% of the transaction-day data
at the end of each year were used as test set to verify the performance of the prediction models.
RMSE, MSE, and MAE were used as the performance criteria of the prediction models. The
final experimental results are the mean values of five repeated experiments for each year. The
comparative experimental results of the prediction model are shown in Table 3.

Table 3 Comparison of errors in prediction models

Models RMSE MSE MAE
LSTM 0.156 0.028 0.123
ARIMA 0.555 0.308 0.493
DB-ARIMA 0.356 0.127 0.317
DB-LSTM 0.091 0.009 0.075
SDAE-LSTM 0.138 0.019 0.113
Optimized LSTM 0.074 0.006 0.059
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Fig. 11 Contrast charts of prediction results of models

Table 3 shows that noise reduction in input samples can effectively improve the perfor-
mance of the prediction models. The prediction error, RMSE, of the ARIMA model is reduced
by 35.86% through DB noise reduction. The RMSE error of the LSTM model is reduced by
11.54% after SDAE reconstruction of the input samples and by 41.67% after DB denoising.
Wavelet transform with DB4 wavelet basis can effectively smooth the linkage numerical
curve, maintain the trend of linkage while removing most of the noise, and effectively improve
the prediction performance of the model. Quality of the reconstructed samples based on SDAE
input improved after greedy layer-by-layer training, increasing Gaussian noise, and random
zeroing operation; however, the generalization ability reduced owing to the increased com-
plexity of the network. Compared with the SDAE-LSTM model, the optimized LSTM model
uses simplified structure to reconstruct input samples. The reconstructed new feature sequence
and the smoothing trend feature obtained by the wavelet transform are used as training
materials of the model, and a relatively improved prediction performance is obtained. The
RMSE error of the optimized LSTM model is 18.68% lower than that of the DB-LSTM model
and 46.38% lower than that of the SDAE-LSTM model. The predictive effect of some models
on the test set is presented in Fig. 11.

5 Conclusions

This paper presents a detailed research on the prediction of numerical stock linkage using deep
learning model. Starting with the numerical correlation and morphological similarity of time
series, we used a time-weighted dynamic time-regularization distance with emphasis on time-
effect as a numerical expression of stock linkage. Consequently, the problem of discovering
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the linkage relationship between stocks can be transformed into the problem of numerical
prediction of the linkage between stocks.

Combining the noise reduction automatic encoder and the wavelet transform modules to act
as the noise reduction processing layer, we proposed an optimized LSTM model to predict the
stock linkage based on the model and the numerical sequence of stock linkage. The perfor-
mance of the prediction model was verified by a number of comparative experiments, and the
factors affecting the performance of the model were analyzed in detail.
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