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Abstract

Music enthusiasts are growing exponentially and based on this, many songs are being
introduced to the market and stored in signal music libraries. Due to this development
emotion recognition model from music contents has received increasing attention in
today’s world. Of these technologies, a novel Music Emotion Recognition (MER) system
is introduced to meet the ever-increasing demand for easy and efficient access to music
information. Even though this system was well-developed it lacks in maintaining accu-
racy of the system and finds difficulty in predicting multi-label emotion type. To address
these shortcomings, in this research article, a novel MER system is developed by inter-
linking the pre-processing, feature extraction and classification steps. Initially, pre-
processing step is employed to convert larger audio files into smaller audio frames.
Afterwards, music related temporal, spectral and energy features are extracted for those
pre-processed frames which are subjected to the proposed gradient descent based Spiking
Neural Network (SNN) classifier. While learning SNN, it is important to determine the
optimal weight values for reducing the training error so that gradient descent optimization
approach is adopted. To prove the effectiveness of proposed research, proposed model is
compared with conventional classification algorithms. The proposed methodology was
experimentally tested using various evaluation metrics and it achieves 94.55% accuracy.
Hence the proposed methodology attains a good accuracy measure and outperforms well
than other algorithms.
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1 Introduction

People listen to music in accordance with their moods, and music also change the emotions of

humans [19]. Emotions are key to people’s feelings and thoughts. Thus, it become prominent
to categorize music according to the type of emotion it expresses. Researchers claimed that
music can resonate with our nerve tissue. Based on the research it was observed that young
children who do not know what music means, regardless of language and what they see,
respond to what they hear. It is a biological nature that interacts between the rhythm and their
brain [5, 20]. For a long time, many researchers have explored the relationship between music
and emotion [17]. Music can evoke more than one different emotion at the same time which
means a piece of music may simultaneously belong to more than one class. Single-label
classification does not model this multiplicity. Hence the authors in [4, 32] gave a detailed
introduction about MER and described MER as a multi-label classification problem. In multi-
label classification, each series is considered a characteristic with multiple labels, and each
label represents one type of emotion. Also, it is important to select the features for the
classification of a task. Without proper feature extraction stage, it is not easy to extract emotion
from classical music. Acoustic feature selection approaches are more prevalent in other feature
selection approaches to music representation [28]. Features such as rhythmic, spectral [29] and
timbre are included in the acoustic features. Spectral flux, spectral flatness measurement,
spectral crest factor, spectral centroid and spectral roll of belongs to spectral features. Using
these features the entire music is going to convert into digital form [18].

Even after extracting the musical features, it is difficult to distinguish the mood from the
Indian classical music (ICM), as it has only two parts and they are raga and rasa [2, 14]. The
seven basic of ICM are Swaras (notes) combinations are called ragas, namely [Sa (Shadja), Ri
(Rishabha), Ga (Gandhara), Ma (Madhyama), Pa (Panchama), Dha (Dhaivata), Ni (Nishada)].
Each raga defines specific notes and split up into rasas based on certain rules. There are nine
rasaas in the ICM and they are: 1) Shringar (Love), 2)Hasya(Humor), 3) Karuna(Pathos), 4)
Rudra (Anger), 5) Veer (Heroism), 6) Bhayanaka(Terror), 7) Vibhatsa (Disgust), 8) Adbhuta
(Wonder), 9)Shanta (Calm). In the ICM there is a raga-rasa theory which induces a specific
emotion in the mind of the listener. Each performance of a given raga in ICM is supposed to
build a common mood/rasa amongst the listeners. But extracting exact emotion is quite
complex task because the emotions or mood created by music for different or same listeners
may vary at different times. So particularly in ICM, mood or emotion recognition poses an
open issue. Therefore, choosing essential features is an essential step for emotion identifica-
tion. This type of features are extracted and subjected into machine learning algorithms for the
automatic detection of emotion from music notes [10].

Nowadays, choosing a classifier is also an important task of MER [23]. Some of the
classifiers are calibrated label ranking classifiers which use support vector machine
(CLRSVM) [15], Random k-label sets (RAKEL), binary relevance KNN (BRKNN), Multi-
label k-nearest neighbour (MLKNN) and Back-propagation for multi-label learning (BPMILL)
etc. Generally, the neurons in CNN and in DBN are classified by different activations like
continuous valued, single and static. Still, discrete spikes are used for computing and trans-
mitting information, by biological neurons. The spike time and their rate matters lot in the
process. Moreover many improvements have been made to this MER system, it still does not
meet the demand for accuracy measurement. Therefore an efficient system is needed to
classify music emotion with high accuracy according to the emotional range of people [30,
31]. To solve this problem we use the latest technology called SNN (Spiking Neural Network)
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Architectures [22]. This technique does not use any simple artificial intelligence parameters

that directly use the spectrogram of music. In the classification algorithm, spiking neurons are

activated when given information, as they are a close representation of the concept on the

human brain [27]. This classification algorithm is the current trendy approach which achieves

notable performance in all domains and almost all the problems have better accuracy compared

to other machine learning methods [1, 9, 16]. Therefore, SNN’s are more convenient than

CNN’s, DBN’s and other existing approaches specifically for emotion recognition based on

music tones. The contributions of proposed research are illustrated as follows:

* To segment the larger audio files into smaller frames, pre-processing steps are carried out.

* To extract the essential features from the pre-processed output, feature extraction process is
employed. This will also improve the system performance by extracting only the relevant
features.

* To classify multi-label emotions efficiently, a novel optimization based SNN algorithm is
proposed.

*  The optimization procedure follows gradient descent algorithm whereas network weights
are effectively chosen by means of training phase.

With these contributions, accuracy for the proposed method will be improved and automati-
cally, training error gets reduced. The step by step procedure to achieve these contributions are
listed below:

1. Pre-processing— Initially the input audio files are collected and fed into the pre-processing
phase where larger audio files are segmented into smaller frames.

2. Feature extraction- This phase extracts seven different features such as Mel Frequency
Cepstral Coefficient, Spectral Flux, Spectral Centroid, Spectral Roll-off, Zero Crossing
Rate, Compactness and Root Mean Square for pre-processed output image. Those features
are subjected to classification stage for further processing.

3. Classification of multi label emotion type- Here training and testing the model is done
with the help of novel gradient descent based SNN model.

The manuscript is organized as follows: Section 2 details about the related works. Section 3
demonstrates the proposed methodology. Dataset description and experimental results are
elaborated in subsequent Section. Conclusion is provided in the final section.

2 Literature review

Some of the existing work related to MER systems are elaborated in this section.

Panda et al. [25] have designed the music emotion recognition system by introducing an
emotionally relevant audio features. They survived the several features and detailed a deep
knowledge about those features. Musical texture and expressive methods were developed to
expose musical impressions. They created a public dataset which comprising 900 set of audio
clips placed in Russell’s emotion quadrants. The system was compared with traditional
baseline feature and validated with 20 repetitions of 10-fold cross-validation. The developed
model achieved 76.4% of accuracy which is not upto the mark for recognizing emotion labels.

Costa et al. [12] have presented an automatic music genre classification model. The audio
signals were converted to spectrograms. Then from the visual formation, its relavant features
were extracted. This model was based on time-frequency representation whereas texture
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features were extracted to form the music genre classification systems. They utilized dataset
comprising 900 music pieces and was separated into 10 music genres. Further the classifierr
model used was trained with those extracted texture features. But accuracy attained was 60%
by the exhibited method which was low compared to other classifiers.

Bhatti et al. [7] have exhibited the human emotion recognition system from the input audio
music’s. They used ECG signals for analysis and for those signals 13 features were extracted.
After the feature extraction process, the classification algorithm classifies the four different
emotions. The authors showed that MLP approach attains a maximum accuracy when
compared with other k-NN and SVM classifiers. The music geners collected are rock and
hiphop music which explores sad and happy emotion type. It also possessed rap and metal
music geners which evokes sad and angry emotions. The model was tested with three
classifiers namely MLP, k-NN and SVM acheives 78.11%, 72.80%, and 75.62% respectively.
The accuracy of this emotion recognition model decreases as the number of emotions to be
classified increases.

Malheiro et al. [21] have also focused the music emotion recognition model. This meth-
odology extracted different set of features which were structural, semantic and stylistic
characteristics. They also created a ground truth dataset containing set of 180 song lyrics
based on Russell’s emotion model. The authors also conducted an experimental study with
regression and classification models in quadrant, arousal and valence categories. The value
obtaine by F-measure is 82.7 and 85.6% to 80.1, 88.3 and 90%, respectively for the taken three
classification experiments. They also validated their system with 771 lyrical musics from
AllMusic platform and for this music genere. The presented method attained 73.6% accuracy
which is low as compared to other techniques.

Baniya and Lee [3] have presented an automatic emotion classification system under the
principle of rough set (RS) theory. Here at first, various set of features were extracted
representing harmony, rhythm, dynamics and spectral. From the obtained set of features, the
parameters related to statisticalmeasures were considered as attriburtes. These set of attributes
were organized by means of RS based approach. Based upon the working style of RSmodel,
the superflous features were eliminated. This theory helps to findthe relation among the
attributes from the generated rules. The overall classification accuracy obtained by this method
was 72%.

Mo and Niu [24] have presented music signal analysis framework for emotion classifica-
tion. The authors combined orthogonal matching pursuit, Gabor functions, and the Wigner
distribution function. They invented OMPGW method that consists of three-level schemes: the
low-level, the middle-level and the high-level schemes. In low-level schemes, an adaptive
time-frequency decomposition of music signals was generated by interlinking orthogonal
matching pursuit with Gabor functions. For signal analysis, this presented model acheives
higher temporal and spatial resolution. The Wigner distribution function is performed to attain
time frequency energy distribution in middle-level schemes from the low-level
schemes.Finally the High-level schemes are utilized tomodel the audio features for emotion
classification system. The classification used in this research is support vector machines which
acquires 69.53 accuracy.

All the existing works lacks in obtaining a good accuracy rate. Therefore it is difficult and
challenging to retrieve the music information along with the recognition of musical emotions
in accurate manner. This leads to degrade the system performance. The lack of solutions for
such drawbacks motived us to do research in this field.
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3 Research methodology

Humans express tons of emotions such as happy, anger, sad, surprise, Excitement etc. while
listening music. But these emotions may vary by individuals for the same song. Moreover, the
emotions associated with music are very subjective, so it is difficult to measure emotion based
music accurately. By keeping this in mind a novel emotion recognition system is developed
based on music interest. The layout of the proposed methodology is given in the below block-
diagram.

Outline of the research
*  Pre-processing via Short Term Fourier Transform (STFT).
* Temporal, Spectral and energy related feature extraction approaches.
* Music based Emotion recognition system using proposed classification algorithm.

For designing such a system, it is not easy to process the larger raga or audio file directly into
it. Therefore, initially, pre-processing steps are done to segment the input files into smaller clip
by using STFT. Afterwards, for those segmented audio clips, music-based features such as
temporal, spectral and energy are extracted. At last, the extracted features are subjected to the
proposed Gradient Descent based SNN classifier whereas the network weight get optimized by
gradient descent algorithm so that the training errors are minimized.

3.1 Pre-processing

Generally, the input audio dataset is in lengthy format and is not directly suitable for
classification process. Regarding this larger length of the music, pre-processing is an unavoid-
able step in this research methodology. Initially, the input music audio signal is segmented to
10 milliseconds audio framing blocks with the help of STFT technique. It describes the
evolution of frequency contents of signals over time. The steps involved in STFT approach
are given as follows:

Initially chose the window function with finite length.

Keep the window at t=10 on top of the signal.

Then the signal is truncated or trimmed by utilizing the window size.

For that trimmed signal, compute the Fourier transform and generate the outcome.

Slide the window to right in incremental way.

Repeat from step 3 to step 5, until window reaches the signal end.

Sk L=

The mathematically formula to process STFT technique is given in Eq. 1:

o0

STFT{f(s)}(r,w) = / [f(s) - wls —7)] - e"ds (1)
Where f (s) - w(s — 7) is the phase and magnitude of the signal over time and frequency. Here
time axis and frequency axis of audio signal are termed as 7 and w respectively. w(7) represents
the window function centred around zero, f'(s) is the signal to be transformed i.e., difference
between window function w and frequency w. For each frame STFT of /() is calculated. By
which the spectral form of frames are generated. Following these steps, spectral form of frames
are generated for the full audio clip. Thus, larger raga is segmented into smaller rasa’s by
managing the wave file into uniform format [11] (Fig. 1).
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Fig. 1 Overall architecture of proposed research

3.2 Feature extraction model

The performance of classifier depends directly upon the choice of feature extraction approach
employed on signals. Here the features are extracted from the obtained transformed signal
which helps to predict the emotions with accurate manner. This process also helps to carry less
memory consumption space and enhances the computational speed of the classifier. For
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getting relevant and non-repetitive representation of wave files; temporal, spectral and energy
based feature extraction is carried out in this phase. The working structure and mathematical
description of those features are depicted below:

3.2.1 Spectral based feature extraction models

Spectral subset of features like Mel Frequency Cepstral Coeffients (MFCC), spectral roll-off,
spectral flux, and spectral centroid are extracted for the transformed signal.
a. Mel Frequency Cepstral Coefficient

MFCC [26] is used as the fundamental music related feature because it discovers its applica-
bility for modelling music. This frequency bands are logarithmically placed on a Mel-scale that
measures the response of the human auditory system. It works better than linear spaced
frequency bands. For generating the MFCC subset of features, the frequency scale signals
are transformed to Mel-scale. Here the speech signal contains signals of tones with various
frequency. The actual frequency f* of each tone is measured in the frequency Hz and in the
subjective pitch is Mel scale. The Mel frequency carried here is a linear frequency spacing less
than 1000 Hz and a logarithmic spacing greater than 1000 Hz. 1 kHz tone is a pitch as
reference point and the perceptual hearing threshold is 40dB above, and is defined as 1000
Mels. Therefore, to compute the Mels for a given frequency f in Hz we can use the Eq. (2).

Melseqe(f) = 2595 * log(l + %) (2)

Here f denotes the frequency. After computing MFCC, some other spectral features are
extracted. These features are computed by means of frequency spectrum of signal from time
domain analysis and they possess single valued feature set.

b. Spectral Flux

This type of spectral frequency is otherwise known as Delta Spectrum Magnitude and it is the
measure of change of power spectrum from each frames [26]. It is calculated by relating the
two frames power spectrum. It is mathematically given in Eq. (3).

S/
Spectlp(s) = Z (Ng(m) — Ns—l(m))2 (3)

m=1
Here Ny(m) and N, (m) represents the normalized magnitude at frame s and s — 1 of Fourier

transform andm = liof is the frequency range.Spectly,, (s) represents the spectral flux.
c. Spectral Centroid

This spectral feature instructs the centre of gravity of the magnitude spectrum and it provides
the brightness or clarity of sound. It is measured by the weighted mean of spectral frequencies.
It is mathematically describes in Eq. (4):

S N(m) % m

S No(m @

Sp ect lcentroid =
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Here, N(m) be the magnitude of transform at frame s at frequencym. If the obtained value for
spectral centroid is lower means, more energy is located in lower frequency components.
Similarly, it execute the vice versa operation [26].

d. Spectral roll-off

Spectral roll-off [26] is the frequency used to distinguish voiced from unvoiced music and is a
measure of spectral shape. It is mathematically given in Eq. (5):

f M
Spectlyony = Y _ Nilm| < Q> Ny|m| (5)
m=1 m=1

Where f represents the spectral roll off frequncy. Generally O term attains 85% roll-off fraction.
3.2.2 Temporal based feature extraction approach

The temporal based features are extracted in the second feature extraction model. The essential
feature extraction models used here are Zero crossing rate and compactness.
a. Zero crossing rate and compactness

Zero Crossing Rate (ZCR) is the basic noise indicator feature and is performed by counting the
number of times frames the signal intersected the X-axis. It is defined as the count of time
domain zeros is crossed. In other words it is described as the sign variation of signals per unit
time. It is mathematically formulated as shown in Eq. (6):

S
ZCR = % Z|sign(y(m)) — sign(y(m — 1))| (6)

Here y(m) represents the signals frequency measure. The function sign returns 1 ify(g) value is
higher than 0. Likewise, this function obtains -1 value when y(g) achieves value lease than 0.
Similarly, y(g) will be 0 if the sign function is zero. y(m) represents time domain signal for
frame s and M represents the length of frame of the speech signal. This feature helps to separate
the voiced, unvoiced and silenced part of sound signal contained in the music. Because of its
nature, this feature is broadly used in emotion-based music classification system. The next
feature to extract in temporal feature is the compactness feature. This feature helps to find out
the relatedness of elements in the audio frame. It is based upon the frequency domain feature
set. It specifies the possible noises present in the signal so that it makes prediction process
easier [6].

3.2.3 Energy related feature extraction
In the third stage of feature extraction process, energy based root mean square features are

extracted and it is detailed below.
a. Root Mean Square
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It is defined as the signals global energy and is evaluated by taking average root of the
amplitude square. This measure is computes the error obtained per window basis. It is
mathematically represented in Eq. (7):

RMS =

Here the term y,, represents the signal measure at the point m and M is the frame length of
speech signal. In the next phase, the extracted set of features are fed into the proposed
classification algorithm to predict the different emotions related from music information [6].

3.3 Music based emotion classification framework

After extracting the music-related features, the next step followed is to train the proposed
classification model to determine the relationship between the musical characteristics and the
emotion label. In this research methodology, multi label emotions are recognized using
proposed gradient descent based SNN classifier. The main purpose of adopting gradient
descent to classification algorithm is that, it helps to optimize the error function occurs during
the training process. For identifying the emotion with good accuracy rate, the obtained set of
features are subjected as the input to SNN classifier.

3.3.1 Proposed gradient descent based Spiking Neural Network model

The extracted features are subjected to propose gradient descent based SNN structure for
classifying multi-label emotions (nine emotions). Here gradient descent optimization technique
is used to train the weight values of SNN classifier model [8]. In SNN model certain
parameters are considered as significant for effective classification such as weight, bais and
activation function. So, in order to determine the best weight value prior to processing gradient
descent optimization is utilized. Using this optimization algorithm the best weight solution is
obtained and given in SNN for achieving accurate classification with decreased error. The
network employed in the spiking neurons denotes the unique computational approach which
increases level of biological realism by using individual spikes. The spiking neuron present
within the network creates a spike or action potential. This happens when a membrane state
present internally crosses the threshold. The membrane that is present internally is termed as
membrane potential. The neurons operation of spiking neural network is described as follows.

The j* neuron get exceeded at the time interval u due to presence of spike train Gy

= {u,(cl), u,(f), , u,ig)} which is arriving from its predecessors¥;,then the presynaptic neuron

which is represented as kbelongs to the predecessors ke¥,; - here; u,((g) represents the time

interval during which the neuron kcreates a spike. The input current denoted as.J; for j* neuron
is acquired by using Eq. 8.

Jiw) =Y wi > a(u—uf) (8)

kel g

Here wj; represents the synaptic efficiency among the two neurons j andk. Similarly, o denotes
the spike response function which is generated based on arrival of a single spike that charges

@ Springer



8862 Multimedia Tools and Applications (2022) 81:8853-8870

the membrane potential related to target neuron;. This role takes place in the post-synaptic
function and can be given based on following Eq. (9).

as) = ¢-ew(~ - )oto) o)

Here «(s) function is categorized based on amplification factor and this amplification factor is
denoted as 7 and it declines exponentially with respect to constant timeU,. The step function
&(t) can be represented as

0, otherwise

@(t):{ 1,fort >0 (10)

The input neuron J; goes beyond & threshold values, then j discharges and emits a new spike
which creates the subsequent neurons. The diagrammatic representation of SNN adopted for
emotion label classification is depicted in figure (Fig. 2).

The three layers namely input layer, hidden layer and output layer which are described as
follows:
Layer 1- Input layer: This layer receives input music features corresponding to the
different frame is converted to spikes using neural coding. The neurons contained in
layer 1 is interlinked to a small number of neurons contained in layer 2.
Layer 2- Hidden layer: The hidden layer comprises of two neurons namely o and(. Both
receive input synaptic from input layer. It seems « and( represents excitatory and
inhibitory type. These neuron types are connected to a larger number of neurons
belonging to the same layer. From each neuron, half of the connections are associated
with neuron « and other half connections are with  neurons.

MFCC Shringara rasa

Hasya rasa
Spectral flux
Adbhuta rasa
Spectral centroid

Vibhasta rasa

Spectral rolloff

Raudra rasa
ZCR veera rasa
Karuna rasa
Compactness
bhayanaka rasa
RMS
Shanta Rasa

Fig. 2 Architecture of spiking neural network
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Layer 3- Output layer: The neurons in the output layer receive connection from both o and
B neurons from layer 2. These connections are defined at the time of training process. The
output layer generates multi-label emotion with every possible rasa elicited from the
segment of the raga.

3.3.2 Parameter optimization via gradient descent algorithm

In this optimization method, set of randomly generated weight values of proposed classifier
algorithm are initialized. Subsequently, their performance are evaluated using the fitness
function, which, in this case, is the accuracy value obtained when performing the activation
with the training set. Consequently its error function also gets reduced while improving the
accuracy. So that the traditional SNN model was altered by optimally choosing the weight
values to reduce these overfitting issues. Thus the obtained best solutions by gradient descent
was taken throughout the entire process. Gradient descent [13] is an optimization technique
suitable for updating the parameters values in the training stage of neural network. It takes only
the first derivative order for performing updation process in each iterations. The step size of
each iteration to reach the local minimum depends upon the learning rate. The step by step
procedure to be followed in gradient decent model is illustrated as follows:

Step 1: Initialization: The random weight values generated by SNN is initialized. The

initialization is represented as follows:

E(u) = {wi, wa,, wi } (11)

Here E(u) defines the initialization of random weight values. w defines the weight values
generated in classification algorithm and k& represents the number of terms considered for
initialization.
Step 2: Fitness function: For obtaining best weight values for SNN, fitness function is
determined and it is evaluated based on the below expression.

M E(wy = maximize(Accuracy) (12)
Accuracy = % (13)

By doing this, best classification measure is obtained by maximizing the classification
accuracy. At the same time, training error are reduced and the network becomes more effective
for training the emotion classes.
Step 3: Updating: Based on the optimum weight values obtained from fitness evalu-
ation, the training phase is carried out. The updating procedure of gradient descent
model is depicted below:

Wik = Wik = 0% V [ g (14)
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Here ff g, is the objective fitness function, € weightparameters and i determines learning rate
which shows the step size to reach the entire iteration. During the updating process of each and
every solution, the fitness calculation is evaluated for finding the most excellent solution
among them.
Step 4: Termination criteria: Atlast, it satisfies the finest weight of SNN model by the
gradient descent optimization approach. As a result of finding the optimal solution or
best fitness function, the prediction model is qualified which means after training SNN
structure, nine emotion labels was identified. Those nine labels are Shringara rasa,
Hasya rasa, Adbhuta rasa, Vibhasta rasa, Raudra rasa, veera rasa, Karuna rasa,
bhayanaka rasa and Shanta Rasa. The Shringara rasa which represents love and Hasya
rasa which means laughter, belong to the first quadrant. Adbhuta rasa which means
surprise and Vibhasta rasa which generates disgust, falls in fourth quadrant. Raudra
rasa means anger and veera refers as heroism, falls in second quadrant. The melan-
cholic shade of Shringara rasa is Karuna rasa and bhayanaka rasa represents fear, fall
in third quadrant. The Shanta Rasa means the state of transcendence, calmness,
serenity and it is placed at the center. Based on this principle, each layer is trained
and the error get reduced.

The pseudo code of the proposed methodology is presented in the below pseudocode
(Table 1),

3.3.3 Testing phase

Finally testing process is carried out for the remaining music dataset to evaluate the proposed

methodology. Here, the classifier uses knowledge gained at the time of training phase to
categorize the emotion label. The steps will be repeated until the whole dataset is scanned.

Table 1 Pseudo code

Pseudo code of proposed methodology
Input: Dataset d,, which is pre-determined of n number of ragas
Output: Emotion recognition model (Nine class),
1. Perform pre-processing step by means of STFT using equation (1)
2. Extract the music related features from dataset d,
Based on spectral, temporal and energy based feature extraction techniques using equation (2-7)
//*Create gradient descent SNN structure*//
Optimizing weight values in SNN with gradient descent optimization algorithm using equation (11-

14)
3. Train the dataset d4
4. The wave format of the file in dataset d, is converted into corresponding spikes set s,
5. Discover the representation of internal data from dataset d,
6. Consider another dataset d, and its rasa has to be determined.
7. Test the dataset d,
8. Process the dataset d, using pre-processing state
9. Extract the features from the d, dataset
10. The wave format of the d, dataset is converted to corresponding spikes set s,
11. Discover the representation of internal data from d, dataset
12. Compare the spikes s, with pre-determined spikes set s,
13. Then, data prediction takes place
14. Evaluate the emotions or rasa recognition by pairing with the obtained trained values.
15. Stop the process
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4 Result and discussions

This section carries the experimental outcome of the proposed methodology. The implementation
helps to show the superiority of proposed research. For classifying different human emotions;
initially the input music audio clip is carried out to pre-processing phase. For reducing the lengthy
audio clips into smaller frames, pre-processing steps are followed. Then those pre-processed output
signals are subjected to the feature extraction stage where the most relevant music features are
extracted. In the final stage, proposed classification algorithm classifies nine emotions and it was
tested in the MATLAB tool. For analysing the performance of proposed research, several perfor-
mance measures like Sensitivity, Specificity and Accuracy are evaluated. Additionally, to justify the
effectiveness of proposed algorithm, it is compared with the existing techniques such as CNN
(Convolutional Neural Network), DBN (Deep Belief network), SVR (Support Vector Regression),
GMM (Gaussian Mixture Model), DBN-HMM (Deep Belief Network-Hidden Markov Model),
SVM (Support Vector Machine), and DBN-SVM (Deep Belief Network- Support Vector Machine).

4.1 Dataset description

The dataset taken in the proposed methodology is in the .wav format collected from musical
notes of the musicians. The dataset is available in https://zenodo.org/record/1257114#.
XwUicygzblV. This dataset is utilized for music emotion analysis.

4.2 Performance evaluation

For emotion recognition system from music notes, multi-label emotions are classified. The
performance analysis of the proposed SNN and existing techniques like CNN, DBN, SVR,
GMM, DBN-HMM, SVM and DBN-SVM are compared in this section to show the effec-
tiveness of proposed methodology. The metrics used for performance evaluation are accuracy,
sensitivity, specificity and error rate. The mathematical expression used for calculating these
metrics in case of multiclass classification problem is illustrated below.

Accuracy

The accuracy is defined as the number of samples correctly detected as true positive or true
negative from total number of samples. In case of multiclass it is calculated as average accuracy
per class. The formula used for calculating accuracy for multi-class problem is given in Eq. (15)

Zk ipi+in;
Accuracy = L= iptincfpitin, m‘;tni+@’+tni (15)
In Eq. (15) & represents the total number of classes, #p; denotes truly positive, tn; denotes truly
negative, fp; denotes false positive and fi; denotes false negative.

Sensitivity

Sensitivity is otherwise known as recall. It is defined as number of samples correctly
predicted as positive from total actual positive samples. The mathematical expression used for
representing sensitivity for multi-class problem is given in Eq. (16)

k
kZ[:l tpi ( 16)
> i1 (o + fiy)

sensitivity =
Specificity
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Table 2 Overall comparison table for proposed and existing techniques with different measures

Techniques Sensitivity Specificity Accuracy (%)
CNN 76.23 81.75 724

DBN 67.49 69.92 81.91

SVR 68.41 72.56 85.87

GMM 57.18 60.34 84.73
DBN-HMM 82.25 85.23 88.62

SVM 59.36 63.98 89.52
DBN-SVM 85.32 89.39 93.71
Proposed SNN 91.27 9791 94.55

Specificity is termed as number of samples correctly identified as negative from total
number of actual negative samples. The mathematical expression used for representing
sensitivity for multi-class problem is given in Eq. (17)

Zf:l In;

specifeity == =T

(17)
Error rate

Error rate is defined as average of per-classification error. And the formula used for
calculating error rate is given in Eq. (18)

k Joit/n;
Zi:l p;+tniHfp;+n; ( 18)

k

error rate =

The above mentioned metrics are estimated for both proposed as well as for existing method to
perform comparison study for proving its effective functioning (Table 2).

By implementing spiking neural networks for emotion recognition or mood prediction from
music as an input, its sensitivity, specificity and accuracy of recognition is analysed for multi-
class problem through calculating the average for every metrics and it is determine to be better
on comparison with other approaches. For instance, gradient based SNN model achieves
94.55% of accuracy in recognition of emotion which is better than other existing approaches. It
is compared with existing techniques like Support Vector Machine (SVM), Convolutional

Sensitivity

Ny

Fig. 3 Sensitivity acquired for proposed and existing techniques
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Fig. 4 Comparison plot for specificity measure

Neural Network (CNN), Deep Belief Neural (DBN) Network, Hidden Markov Model (HMM),
Gaussian Mixture Model (GMM), Support Vector Regression (SVR), and Spiking Neural
Network (SNN).

The comparison plots are plotted in the upcoming figures for the clarity of proposed
research work (Figs. 3, 4, and 5).

From the above comparison plot, the proposed SNN method is more reliable than any other
existing technique. When equating sensitivity, specificity and accuracy, the proposed method
demonstrates 94.55% accuracy and the existing techniques where CNN achieves 72.4%, DBN
achieves 81.91, 85.87 for SVR, 84.73 for GMM, 88.62 for DBN-HMM, 89.52 for SVM, and
DBN-SVM achieves 93.71 measures. Same like this, sensitivity and specificity measures are
evaluated. It is clear that the proposed methodology attains better performance with higher
accuracy when compared to another classifier algorithm.

Figure 6 shows the comparison graph of error rate achieved between the anticipated and
traditional emotion-based classification techniques. From that, the error rate attained for
proposed technique is 0.2, whereas it is higher for other conventional algorithms. Therefore,
from the detailed analysis, it is clear that the proposed methodology attains better performance
with less error rate when compared to other techniques.

Accuracy (%)
88.62 93.71 | 94.55
B g Iﬁl |
u CNN = DBN SVR
GMM = DBN-HMM = SVM

mDBN-SVM  m Proposed SNN

Fig. 5 Obtained accuracy for proposed and existing algorithms
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Error rate

Fig. 6 Error analysis for proposed and existing techniques
5 Conclusions

The main objective of the proposed methodology is to identify multi-label emotions from input
music dataset. The collected dataset is initially subjected to pre-processing stage where the
lengthy audio clips are segmented to smaller frames. Then feature extraction approach is
performed for those segmented files whereas most relevant features are extracted. Afterwards,
the extracted features are fed into the proposed gradient descent based SNN classifier. The
proposed classification model helps to categorize multi-label emotions. The proposed meth-
odology is compared with existing techniques like CNN, DBN, SVR, GMM, DBN-HMM,
SVM and DBN-SVM. From the experimental outcome, it is observed that accuracy obtained
by the proposed model is better than the existing algorithms. Our future works will be focused
towards the development and tests of other texture features and other classification strategies
for emotion classification.
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