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Abstract

Nowadays, the growing population of senior citizens is a challenge for almost all
developing countries. New technologies can help monitor elderlies at home by providing
an innovative and secure environment and further enhancing their quality of living.
Vision-based systems offer promising results in analyzing human posture and detecting
abnormal events like falls. Falls appear to possess the most considerable risk for seniors
living alone. In this article, a new fall detection method is proposed based on a fusion of
motion-based and human shape-based features. Motion History Images (MHI) represent
the temporal feature in our approach. Simultaneously, the height-to-width ratio and
centroid of the moving person represent the spatial features. A two-channel classification
model is designed using a threshold-based and a keyframe-based approach. The two
channels are further combined based on any classification disparity for which more
information is used to classify between falls and daily activities. Keyframes are selected
based on the displacement of the spatial features having a threshold higher than a preset
value. Keyframes are subject to a K-NN classification. The proposed algorithm delivers
promising results on the UR fall detection dataset’s simulated fall and daily activity
sequences. It provides satisfactory performance compared to existing state-of-the-art
methods and shows a peak accuracy of 98.6% and recall of 100% in detecting falls.
Specificity and precision are over 96%.
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1 Introduction

Fall incidents are significant danger events for frail individuals and senior citizens living alone.
According to the United Nations report [40], the world population is overgrowing. Because of
advanced medical facilities, older people of age 60 and more are also increasing day by day. It
is estimated that the population of elderly people will cross 1000 million by 2030 and 2000
million by 2050. Bill and Melinda Gates Foundation sponsored one study related to the
population of senior citizens [41], where it is estimated that people above 80 years of age
group will cross 866 million at the end of this century from 141 million in the year 2017. As
most of the senior people of age, more than 60 prefer to stay inside the home and due to
business of other family members often those older people remain alone within the home.
Under this circumstance, fall incidents can bring a genuine injury and could be fatal [37] if not
dealt with quickly. Consequently, researchers proposed many fall detection techniques in
recent days [10, 30, 44]. These proposed methodologies can detect a fall incident and
communicate with the intended person by sending messages so that necessary intervention
can be taken to protect the older people’s lives. Surveillance system technology has become
more advance nowadays for detecting various abnormal incidents. The information saved in
the surveillance system is accessed and processed on a needed basis. Processing the stored data
in a surveillance system by the human being in real-time consumes more time [38]. So, finding
unusual human activities like falls automatically in the surveillance video is the solution to this
problem [11, 17, 35, 47]. In this paper, an automatic detection technique of human falls for
older people is proposed.

Broadly, fall detection techniques are divided into two categories. In the first category,
electronic devices automatically detect probable falling incidents from normal daily living
activities. Again, this approach has two types, wearable device-based and non-wearable
device-based systems. Wearable devices [15, 25, 29, 33, 46] use electronic components such
as accelerometer, gyroscope, magnetometer, body-worn barometric altimeter, surface electro-
myograph, etc., for collecting information that helps to detect fall incidents.

The main limitation of this kind of approach is that the electronic components
always need to be worn, though this approach is cost-effective. Senior people may
face problems with these wearable devices, and they often may not remember to wear
those electronic gadgets. Non-wearable systems are mostly fitted inside the house. This
approach uses sensors to gather data about the value of floor vibration, the pressure
exerted on the floor, map amplitude of wireless signals to human motion, etc. to detect
falling behavior [7, 14, 34] effectively. These systems also have some limitations. A
small amount of fluctuation in the indoor environment can lead to a pressure difference
or generate noise, though humans may not do this.

The second category became very popular, nowadays which is based on a vision system.
This approach does not need to wear any electronic equipment always or use a help button [6]
to raise the alarm. Here only video surveillance cameras are used to detect fall incidents in real-
time. It generally requires a conventional wall-mounted power supply and a backup battery for
round-the-clockreal-time surveillance. Apart from surveillance, a vision-based system can also
provide a wide range of information about the person’s behavior, location, sleep tracking, meal
tracking, medication tracking, etc. Figure 1 shows a schematic diagram representing the
classification of fall detection approaches.

The proposed system is designed to know that the motion and posture of a person change
significantly during a fall compared to other regular activities like walking, sitting down,
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bending to pick up something, or lying down. A fall can occur accidentally or due to weakness
[31, 45], epileptic seizures [22, 31, 32, 45], etc. The individual’s motion and body shape
variation help to distinguish a fall event from a regular living activity. The primary contributions
of the proposed methodology are summarized as follows:

— This paper achieves novelty by presenting a feature fusion of body motion and
significant changes in human shape to detect falls. The combination of the tempo-
ral and spatial features helps to analyze and provide crucial information on human
activities.

— A combination of threshold-based and machine learning-based classification strategies is
used to evaluate the performance of the fall detection model to make the system more
robust. The proposed approach has proven its robustness on real-time video sequences of
simulated falls and Activities of Daily Living (ADL).

— Instead of selecting activity frames randomly for classification, keyframes representing
fall and fall-like daily activities are chosen. Keyframes help to identify an activity posture
from a stationary or inactive posture. It further leads to restricting a fall or fall-like daily
activity in the middle of a video stream. Keyframe selection also improves the overall time
complexity of the fall detection algorithm by filtering redundant frames for training the
system [23, 24].

— A budget-friendly system is designed using RGB frames as input. A single low-cost,
conventional, wide-angle RGB surveillance camera will be sufficient to carry out real-
time indoor surveillance.

The rest of the paper is organized as follows. Section 2 presents a detailed literature survey of
existing work related to human fall and daily life activity detection. Section 3 presents the
system overview. Section 4 illustrates the proposed fall detection methodology. Section 5
discusses the experimental results along with performance evaluation followed by a compar-
ison with existing work. Section 6 concludes the paper and mentions the scope for future
enhancements.

@ Springer



26084 Multimedia Tools and Applications (2022) 81:26081-26100

2 Related work

This section highlights the literature review of existing fall detection approaches using
wearable device-based, non-wearable device-based, and vision-based techniques.

Zitouni et al. [48] proposed an intelligent sole embedded with a fall detection technique
based on a single tri-axis accelerometer. The proposed method chooses the acceleration,
position, and duration parameters-based thresholds to find the fall incidents. In this approach,
the intelligent sole’s footwear always needs to be worn by older adults is the main drawback.
Chelli and Patzold [4] presented a machine learning-based fall and daily activity detection
technique. An accelerometer and gyroscope were used to extract the acceleration and angular
velocity data subject to classification. Machine learning algorithms such as KNN, ANN,
QSVM, and EBT were implemented to reach an accuracy of 85.8%, 91.8%, 96.1%, and
97.7%, respectively. Xi et al. [46] designed a fall detection and daily activity monitoring
system based on surface electromyography (SEMG) and plantar pressure signals. The system
achieved above 96% accuracy, sensitivity, and specificity for different posture transition, gait,
and fall events. Reducing the number of sensors and attaining a high recognition rate is
considered as future work. Kerdjid;j et al. [20] proposed a similar approach where fall and daily
activity is automatically detected based on wearable fall detection type. This algorithm used a
lightweight and easy-to-wear system. An accelerometer, magnetometer, gyroscope, and elec-
trocardiogram (ECG) helped generate a large amount of data. However, repeated battery
charging is required to keep it in operating mode.

The fall detection literature stated above is based on sensors and wearable devices attached
to the body. These algorithms are better but have some limitations during practical implemen-
tation. Some limitations are frequent recharge, extra load to wear devices always mainly for
elderly people, etc. So, to overcome these limitations, non-wearable and surveillance-based
devices are used. Few existing works based on non-wearable device-based techniques are stated
below.

Tian et al. [39] introduced a fall detection system named Aryokee, which is multi-function in
nature. It can detect falls, stand-up events, and fall duration based on Radio Frequency (RF)
signals. It uses an FMCW radio fitted with two antenna arrays for separating the reflections
from multiple objects in the surroundings. More than 140 volunteers performed 40 types of
actions in various conditions to collect data for the evaluation of the system. A convolutional
neural network was used for classification, which resulted in a recall of 94% and a precision of
92%. Wang et al. [42] presented a real-time, contactless, and low-cost indoor fall detection
approach based on the phase and amplitude of the fine-grained channel state information (CSI)
found in stock Wi-Fi devices. Fall and similar incidents are observed using the CSI phase
difference. In addition, the sharp power profile decline pattern in the time-frequency domain is
used for better fall detection. This technique performs better with indoor light intensity changes
but poorly while moving into a new environment with an old setting. In [12], the authors
proposed a similar technique based on wireless signals. They proposed a fall detection method
based on channel state information for a 5G environment. It maps the amplitude data in the
wireless signal to detect a fall event. The method utilizes the 5 GHz signal for better subcarrier
frequency domain information. It improves the relationship between human motion and
wireless signals for the effective detection of falls and normal activities. The system achieves
a peak accuracy of 92.3%. However, its performance is highly susceptible to transmitter-
receiver distance and multipath interference. Huang et al. [14] presented a fall detection method
based on geophones that receive the floor vibration signals. It extracts time-dependent features
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by analyzing the vibration signals. These features help the system recognize a potential fall
incident based on the Hidden Markov Model (HMM). This approach works better for older
people staying alone at home. But this strategy cannot detect the fall of multiple people
effectively due to the lack of processing of multiple floor vibration signals.

Non-wearable systems are better in comparison to wearable-based methods, yet it has few
drawbacks. The environmental noise that can change the signals used by the non-wearable
devices is the major drawback of this kind of approach. The use of vision or video surveillance-
based systems in real-life fall incident detection solutions to non-wearable system limitations.

Peng et al. [28] mentioned a vision-based fall detection method based on a human point
cloud. Depth data is given to the system using Kinect as input. In addition, this technique maps
the depth information into a point cloud image where a human is presented using a color
spectrum. Fall behavior is estimated based on the height change acceleration feature. This
technique can detect potential falls and activities like sitting, squatting, walking, and bending.
It shows poor performance in differentiating between fall incidents and controlled lying, such
as sleeping or lying on the floor or on any surface. Gracewell and Pavalarajan in [8] designed a
fall detection model based on a two-stream spatial and temporal classification. The authors
select keyframes that are subject to the classification streams. Keyframes are extracted by
analyzing the displacement in the centroid of the moving object concerning a threshold value.
Optical flow vectors for the selected keyframes are extracted, which are subject to temporal
classification. The authors evaluate the performance of the model using the publicly available
UR Fall Detection dataset. It shows an accuracy of 88.57% using the spatial features as input
and 97.14% by combining the features. However, the authors have not mentioned the
performance measures based on the temporal classification. In [19], the authors presented a
low-cost fall detection technique. Motion data is used from an accelerometer and depth images
are captured using Kinect sensors for the implementation. Spatial features are obtained from
the depth images. These features are analyzed only when a person’s movement is above a
predefined threshold. This algorithm helps in minimizing the computation cost. It also
minimizes the false alarms by combining both motion and spatial features of the depth images.
The approach delivers 95.71% accuracy and 100% sensitivity for detecting fall incidents.
However, electronic sensors that need to wear by people are the main drawback of this system.

In [26], the authors suggested a vision-based fall detection method using a depth camera. It
combines human shape, head, and centroid tracking analysis to recognize fall incidents
concerning normal activities. The technique needs to upgrade to address more complicated
movements such as backward fall and fall while sitting on a chair using an appropriate dataset.
Wang et al. [43] designed a vision-based fall detection system using Convolutional Neural
Networks (CNN). They train the VGG-16 network to identify a fall movement in a frame by
implementing the transfer learning concept. The frames are pre-processed, implementing
background subtraction and morphological operations. Although the algorithm displays prom-
ising results in normal lighting conditions, it lacks significantly in low-light surroundings.
Htun et al. [13] proposed a vision-based monitoring system based on image processing
technology. A Hidden Markov Model is used for detecting falls and regular activities. It uses
human shape-based features like Silhouette surface area, centroid height, and bounding box
aspect ratio to analyze the person in the frame. The system shows a sensitivity of 98.37% using
experiment videos containing both normal and non-abnormal events, including falls. There
remains ample scope for the system, by incorporating multiple persons fall detection in a frame
as the scope of the work is limited to a single person. The following section presents the
system overview of the proposed fall detection system.
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3 System overview

A new fall detection method is presented here by combining Spatio-temporal features of the
input video sequence. Motion History images (MHI) and significant human shape changes are
considered temporal and spatial features. The proposed method notes that the motion is large
enough during a fall compared to any other regular activity. Hence, it is necessary to detect a
significant movement of the person in the frame. This task is the first step of the system and is
carried out using Motion History Image.

Once a motion is detected, the next step is to analyze the human shape. During a fall, there
is an occurrence of significant shape changes. This change in the person’s shape can distin-
guish the enormous motion detected is from a regular activity like walking, sitting, lying down,
etc., or from a fall.

3.1 Video acquisition and frame extraction

It is necessary to acquire a surveillance video sequence in real-time and extract its frames to
generate Motion History Images and take out and analyze the human shape. We used the
University of Rzeszow Fall Detection Dataset (URFD Dataset) consisting of 30 falls and 40
ADL sequences [18]. It is challenging and hardly possible to acquire real-time fall sequences
ofelderlies. Hence, in [18], young volunteers’ fall and daily living activity video sequences are
simulated for processing. Each video sequence has a frame rate of 30 frames/s and a frame
resolution of 640 x 240 pixels.

3.2 Motion History Image generation

It is observed that the motion of a person provides vital information during a fall, as no
potential fall takes place without significant body movement. Depending on this observation,
temporal or motion information is extracted from the video stream. Generally, optical flow
outputs [2] are considered to extract motion information from a video stream. But it has some
limitations in real-time fall detection systems as it is prone to errors during large movements
during a fall. Also, we don’t need to predict the direction of the fall. Our objective is to
estimate the motion of the person. The motion is large during a fall event. Hence, we consider
generating Motion History Image (MHI) [3], as it is one of the simple and efficient ways to
represent motions in surveillance videos by creating a motion template. It provides the
temporal information of motion in a video in the form of an image. The pixels in this image
are brighter where the motion took place recently, and its intensity reduces where the motion
took place earlier. The creation of MHI and its different variants is discussed in detail in [1, 3,
21]. As discussed in [1], MHI Hry,, is attained from an update function ¥, 5, as shown in
Eq. ().

_ T I Wy =1
HT(W’J) - {max (OyHT(x.y,tfl) — (537 otherwise (1)

Here, ¥, denotes motion or object in the current video frame. Variables (x, y), ¢ and §
represent the pixel location, time, and decay parameter, respectively. As considered in [1],
different values of § provide somewhat additional motion information and must be determined
empirically. For our UR Fall detection dataset experimentation, we set the decay parameter
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ranging from 25 to 30. The duration T controls the temporal extent of the movement. The
update function W, , mentioned above with a threshold &, is measured using frame subtrac-
tion as shown in Eq. (2).

_ 17 lf D(xy,f) Z §
U(xy,1) = {O, otherwise 2)

As expressed in [1, 21], a distance threshold A is imposed on the function D, ,, , for the
frame subtraction process. The function Dy, ,, , carries out the background subtraction. It is
represented in Eq. (3).

D(x,y,t) :‘ I(Xay7t)_1(x7yatiA) | (3)

Here, I(x, y, f) denotes the pixel intensity value at respective pixel location (x, ), at given time
t. Here, we have set the distance threshold A = 1 for the dataset experimented. The MHI
generated from Eq. (1) is in the gray level form.

3.3 Human shape extraction

To obtain the person’s shape from the extracted frames of the video sequence, first, the
foreground of the image frame is segmented using a background subtraction algorithm to
detect the moving object in the frame. Next, the motion Region of Interest (RoI) which denotes
the moving object, is located and approximated into a connected component criterion called a
blob.

3.3.1 Moving object detection through foreground segmentation

The input video is split into a sequence of image frames. These frames are the input for
detecting a moving object within the video. The motion behavior of the person is analyzed by
finding the moving region in the video frames. An adaptive background mixture model [27,
36] separates the moving object in real-time from the video. Considering various lighting
conditions, the algorithm is found to be highly robust. The algorithm updates the background
information using an approximation by modeling each pixel as a Gaussian mixture. This
update technique results in adapting the system to variations in illumination and objects that
stopped moving. It further tracks the evolution of the corresponding pixel’s state from one
frame to another. The pixels experiencing no state change are assigned with weight-0, which
represents black color pixels. These are the background pixels and the ones changing states are
assigned weight-1, which represents white color pixels. These are the foreground pixels. The
background pixels hardly change their state. Hence, the moving object in the frame is
represented by the foreground pixels.

3.3.2 Motion Rol approximation through morphological noise reduction
The foreground image contains the motion Region of Interest (Rol) which denotes the location
of the moving object from the rest of the image frame. It is represented based on binary

statistical morphological operations, namely erosion and dilatation [16]. The noise from the
image is removed by eliminating the isolated noisy pixels using binary statistical erosion.
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Dilatation helps in recovering the loss caused by erosion by filling holes. It leads to retrieving
the essential pixels done away with during the process. It further unites the areas split during
the binarization of the image frame. As a result, the obtained Rol is combined into a moving
object region represented by a connected component criterion, generally called a blob. It
clusters different moving regions considered part of a single moving object. It also connects
other moving areas into a single moving object. Hence, approximation of the motion Region of
Interest (Rol) plays a major role in detecting persons moving in a frame and also at times of
occlusion of the target object.

3.4 Training fall and daily activity sequence

The fall detection model based on the fusion of Spatio-temporal components is designed by
training the activity samples of these two data classes, namely, fall and daily activities. As
mentioned, it is observed that a fall and regular activity movement possess different motions
and body shape changes. In our approach, we considered the UR Fall Detection dataset (http://
fenix.univ.rzeszow.pl/~mkepski/ds/uf html) [18] for training purposes. It contains 70 video
sequences of 30 are fall samples and 40 samples of Activities of daily living (ADL). We have
designed the training model evaluating the frontal camera sequences of the UR Fall Detection
dataset. Training sample frames of falling action (a—f) and training sample frames of daily
activities (g-1) are shown in Fig. 2. Samples for both fall and daily activities are taken from
selected dataset sequences. These samples are trained to generate a Spatio-temporal model
using a threshold-based and machine learning-based classifier.

4 Methodology

The proposed fall detection system is based on the fusion of significant Spatio-temporal
features. Estimated motion based on Motion History Images and notable spatial features of
the foreground image is combined here to design the proposed system. A two-channel
classification of fall and daily life activities are carried out. One channel is a feature
threshold-based classification, and the other is a keyframe-based classification using K-NN
classifier. Further, these classification results are combined using some additional knowledge
to make the system more robust and efficient. The flowchart of the proposed fall detection
methodology is illustrated in Fig. 3. Figure 3a represents the two-channel fall detection system

7

Fig. 2 (a—f) Training samples of fall sequences; (g-1) Training samples of activities of daily living (ADL)
sequences

@ Springer


http://fenix.univ.rzeszow.pl/~mkepski/ds/uf.html
http://fenix.univ.rzeszow.pl/~mkepski/ds/uf.html

Multimedia Tools and Applications (2022) 81:26081-26100 26089

and Fig. 3b represents fall detection based on the combination of the two classification
channels. The main steps of the proposed algorithm are Motion estimation, Human shape
analysis, and Classification.

4.1 Motion estimation

Motion estimation enables the detection of rapid body movements like falls. To estimate the
individual’s motion in the surveillance video sequence, a coefficient MHI,, ., is computed
[9]. The computation is done using the motion history representing the most recent movement
of the person. MHI,,,,0, 1s shown in Eq. (4).

MHIysion _ > pixel(xy)eblob(H7(.y,) /Pixels € blob (4)

Here, the blob represents the connected component criterion extracted using foreground
segmentation. H7 represents the Motion History Image. The coefficient is ranged to a
percentage of motion between 0 to 100% where 0% denotes no-motion and 100% for high-
motion. The largest blob is considered here as it eliminates smaller motions. As the duration of
a fall is generally very short, typically in milliseconds, we measure the MHI by collecting
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Fig. 3 Flowchart of the proposed fall detection methodology (a) Two-channel fall detection system (b) Fall
detection based on the combination of the two classification channels
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motion information for 350 ms. A motion or a rapid body movement is considered as a
possible fall if MHI, ., is larger than 60%. Daily activities like walking, sitting abruptly,
crouching, etc. can possess large and quick body movements. Hence, further analysis is
essential to effectively distinguish a fall from an ADL.

4.2 Human shape analysis

Once we estimate the person’s motion and a high motion (MHI,,.s,, > 60%) is detected, the
significant changes in the human shape are analyzed precisely to distinguish a fall from other
daily life activities. It is observed that during a fall, the horizontal or vertical or both the person’s
displacement in the frame is significantly higher than during any other regular life activity. Based
on this observation, we measure three most important spatial features of the human shape to
analyze the frames. One, the blob height-to-width ratio, the centroid displacement in the
horizontal and vertical direction. These features are selected because we use the frontal video
sequences of the UR fall detection dataset. Here the person in the frame faces the camera. The
cam( feed of the dataset acquiring both fall and ADL sequences represents the frontal data.
Therefore, a person falling parallelly to the camera’s optical axis experiences a significant change
in height-to-width ratio and vertical centroid movement. Whereas if he falls perpendicularly, the
centroid in the horizontal direction moves significantly. As a result, we measure the absolute
difference in the displacement of the chosen features. The absolute difference in the displace-
ments of blob height-to-width ratio, horizontal centroid movement, and vertical centroid move-
ment of the moving person during a fall and different ADL sequences are shown in Fig. 4.
The variance in the displacement of the features is calculated. It acts as the threshold to
distinguish a potential fall from both fall-like daily activities (sitting, bending, crouching, lying
down, etc.) and non-fall-like daily activities (walking, standing, etc.). Also, can be used to extract
keyframes from a video sequence for efficient classification of fall and fall-like daily activities.
The variance in the displacement of the height-to-width ratio can be calculated as follows [5].

ar(1) = (1= @)p1 (i = 1) + GAR(1) (5)

Uar(t) = AR(t) - H‘ar(t - 1) (6)

In Eq. (5), AR(t) and p,,(t) denotes the displacement in aspect ratio or height-width ratio and its
mean value at time ¢, respectively. While, p,, (t — 1) denotes the mean value at a time (t— 1).
Value o represents the updated parameter. o,,(t) represents the variance at time ¢ as shown in
Eq. (6). Similarly, the variance in the centroid displacement in horizontal and vertical
directions can be calculated as follows [5].

H(Chor or Cver) (t) = (1 - a)l’L(Chor or Cver) (t - ]) + O[(CHOR or CVER) (t) (7)

O (Chor or Cver) (t) = (CHOR or CVER) (t) - :u(Chnr or Cver) (t - 1) (8)

In Eq. (7), (CHOR or CVER)(t) and W cpor or cver(t) denotes the centroid displacement in the
horizontal or vertical direction and its mean value at time ¢, respectively. While, Wcpor or cver(t
— 1) denotes the mean value at a time (t— 1). Value « represents the updated parameter. ooy

or cvery(t) represents the variance at time ¢ as shown in Eq. (8).
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in the horizontal direction and (¢) Centroid movement in the vertical direction for fall and daily activity sequences

4.3 Classification

In this section, the fall and daily activity sequences are classified using a two-channel
combined strategy. Channel one classifies the frames based on feature threshold and channel
two selects keyframes which are then classified using a machine learning model. The two
channels are then combined based on additional knowledge, which enhances the system’s
overall accuracy. The classification techniques are elaborated as follows.
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4.3.1 Feature threshold-based classification

The estimated motion and the displacement in selected spatial features to analyze the human
shape are the thresholds to distinguish between a potential fall and ADL. The need to threshold
these parameters occurs once there is a substantial movement of the person in the frame, as
discussed earlier in Section 3. Hence, when MHI,,,;,, > 60%, the variance in the centroid
displacement in the horizontal and vertical direction, and the variance in the displacement of
height-to-width ratio are the threshold to detect a fall in a surveillance video among any other
activities of daily living. The variance is observed to be significantly high during a falling
movement than any other normal activity. The threshold for the displacement in the height-to-
width ratio: 7,,, horizontal centroid displacement: 7(y,,, and vertical centroid displacement:
Tever 1s set. We consider a large motion in the blob as a fall if 7, T¢p,,» and T, are higher
than 0.4, 16.5, and 17.2 respectively. These thresholds were chosen through logical reasoning
and by evaluating and observation of the training sequences. Accordingly, a potential fall can
be detected in the middle of a video sequence using this threshold set. However, if it is set too
high, it sometimes may get unnoticed, and when it is set too low, fall resembling activities with
large motion such as sudden sitting, crouching, lying down can get detected, and the false
alarm rate goes up. Similarly, more falls can be seen by reducing the threshold for MHI,, o
But this will lead to false detections such as during a sudden sitting or crouching when the
motion is significantly high and if there is a sharp change in height-to-width ratio and centroid
displacement in both directions. Examples of different activity frames (a—g), corresponding
Motion History Images (h—n), and corresponding motion Rols (o—u) are presented in Fig. 5,
respectively. MHI,,.;,, and the displacement in the selected human shape-based features,
namely AR, CVER, and CHOR have been measured for the activity frames presented in
Fig. 5 and shown in Table 1.

The results shown in Table 1 represent the estimated motion and the displacement in the
spatial features for the respective activity frames as presented in Fig. 5. The first frame
represents a fall event. Here fall is detected because MHI,,.,, is significantly high at 84.6%.
Also, the displacement in centroid (both CVER and CHOR) and height-to-width ratio (AR) is
substantial and above the threshold. The next frame represents a bending activity. The person is
bending quickly to pick up something. Here, MHI,,,,, is just higher than the threshold as the
person bends quickly, AR is also above the threshold but CHOR and CVER are below the
threshold, so fall is not detected and is considered as an ADL. The next is a Sit-on-chair activity.
Here, MHI,,,;;,, is lower than the threshold as no large motion is present because the person sits
slowly on the bed. The algorithm stops due to lack of motion and iterates to check the next
frame in the sequence. The next activity is Squatting or Sit-on-knees. The volunteer in the frame
simulates this action by sitting on his knees quickly. It generates a high MHI, ., at 71.35% and
simultaneously a higher than threshold displacement of the shape-based features. As a result,
the activity is falsely classified as a falling movement. The next two frames represent identical
fall-like activities such as crouching and lying down. In both the frames, the MHI,,,,,, is below
the threshold as the volunteers perform the actions casually by crouching on the floor and lying
down on the bed. Also, the displacement in the spatial features is below the threshold. Hence,
these activities are considered ADLs. The last example frame shows a walking event. Here the
person walks fast, so there is a good amount of motion and is above the threshold. A possible
falling event is considered. CHOR also represents significant horizontal displacement but
remaining spatial feature displacements are much below the threshold. So, it is labeled as an
ADL.
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(0) ()

Fig. 5 (a—g) Examples of activity frames representing Falling, Bending, Sit-on-chair, Sit-on-knees/Squatting,
Crouching, Lying down, and Walking; (h-n) corresponding Motion History Images; (0—u) corresponding
motion Rols

4.3.2 Keyframe-based classification

Random selection of frames for classification may not result in an optimum result. Thus,
frames with the displacement of the chosen shape-based features for a certain threshold are a
suitable choice. Classification of these selected frames will deliver an enhanced classification
accuracy and simultaneously improve time complexity [23, 24]. The keyframes are chosen
based on the observation that when a fall and fall-like daily activity occurs in the activity video
sequence, the horizontal or vertical or both the person’s displacement is higher than during a
non-falling activity or inactivity. For analyzing the keyframes, we consider displacement in the
height-to-width ratio and the centroid’s displacement of the person concerning the floor in the
horizontal and vertical direction. Frames with variance in displacement above a certain
threshold in the horizontal or vertical direction or both are selected for classification. This
threshold helps to restrict an activity phase (fall and fall-like) from a stationary phase (non-
falling or inactive) in the video sequence.

The variance tends to be low when there is little change in displacement of the person, such
as in a steady or inactive phase. It is higher for a variation in displacement during a fall or a
fall-like activity such as sitting, bending, crouching, etc. Upon exceeding a threshold, it can be
used to detect a significant variation in displacement from a steady phase to an activity phase.
The frames with change in the person’s displacement represent an activity phase if 7, Tcpor,
and T, are higher than 0.2, 2.7, and 2.9, respectively. This threshold setting enables the

Table 1 Results of estimated motion and the displacement in the selected human shape-based features for the
activity frames presented in Fig. 5

Activity frames MHI,,04i0n (%) AR CVER CHOR Threshold-based output
Falling 84.6 0.47 20.63 20.38 Fall

Bending 62.5 0.41 10.87 9.76 ADL

Sit on a chair 527 0.34 9.98 11.31 ADL

Squatting 71.35 0.42 17.4 16.9 Fall

Crouching 40.2 0.37 10.81 13.43 ADL

Lying down 58.5 0.35 12.01 14.78 ADL

Walking 76.2 0.21 5.98 18.01 ADL
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detection of a fall or fall-like daily activity in the middle of a video sequence. However, if it is
set too high, fall and fall-like activities may not get detected, and setting it too low increases
the false alarm rate. Hence, the keyframes can be considered as those spanning the activity
phase. Figure 6 represents the activity phase detection.

The keyframes are classified under two classes, namely fall and activities of daily living
(ADL). For training and classifying the keyframes, we have chosen the K-NN classification
model. As the proposed system has limited features for training, K-NN classification tends to
enhance the system’s accuracy for a limited number of features compared to the training data.
The keyframes’ displacement variance and estimated motion (MHImotion) are input to the K-
NN classification model. The two-channel classification using both threshold-based and
keyframe-based approaches can result in a classification disparity for a particular frame subject
to classification, producing different outputs. As a result, we use additional knowledge to
resolve the issue and present the final decision. We select the displacement in the elliptical
orientation of the foreground moving object as additional information. As the classification
model is designed using the frontal URFD video sequences, the person’s orientation concern-
ing the floor is selected as a significant foreground feature. It is observed from the training
samples that the displacement in the orientation of the person is much higher during a falling
movement compared to any other regular life activity. The displacement takes place in the
horizontal or vertical direction or both. It is the threshold to distinguish between a fall and an
ADL. After that, the two classification channels are combined using the decision obtained
from the orientation displacement for a keyframe. Figure 7 represents the absolute difference in
the displacement of the elliptical orientation of a person during a fall and different ADL
sequences.

5 Experiment and results

This section evaluates the efficiency of the proposed fall detection system. Experiments are
conducted on 30 falls and 40 ADL sequences of the UR Fall Detection Dataset to evaluate the

Spatial Feature
Extraction

Displacement
in Height-to-Width
Ratio > Tg,?

Horizontal
Centroid
displacement > Tcpor and
Vertical Centroid
displacement >

Stationary Activity phase
phase (K-NN
classification)

Fig. 6 Flowchart representing activity phase detection

NO YES
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Fig. 7 Absolute difference in the displacement of elliptical orientation for fall and daily activity sequences

performance of the proposed system. The cam( data referring to the frontal URFD sequences
are evaluated as we considered both fall and ADL video sequences. Being a vision-based
technique, we considered only the RGB frames of the UR Fall Detection dataset. Experiments
were conducted using MATLAB on a system having a configuration of Intel Core i5 2.42 GHz
processor with 8 GB of RAM.

5.1 Performance evaluation

Performance metrics widely used in fall detection methods are used here to evaluate the
performance of the proposed system as shown in Egs. (9), (10), (11), and (12).

Sensitivity /Recall (%) = TPTI—% 9)
Specificity (%) = % (10)
Precision (%) = % (11)

Sensitivity/Recall, Specificity, Precision, and Accuracy are represented by four performance
parameters: TP, FN, TN, and FP. True Positives (TP) determines a person is falling, and the
system detects it correctly. However, a system that fails to see the fall is denoted by False
Negative (FN). True Negatives (TN) determines a person carrying out daily activities, and the
system detects them correctly. False Positives (FP) defines an everyday activity as a fall event.
Sensitivity/Recall denotes the capability of the system to detect falls, and specificity indicates
the ability of the system to see ADLs. Precision is a positive predictive value. Accuracy
determines the overall classification rate of the system.

Eighty percent of the UR Fall Detection dataset comprising of 24 fall sequences and 32
daily activity sequences are used as training data to design the two-channel classification
model. Both the models are evaluated based on the threshold-set and keyframes, respectively,
that are subject to classification. Tables 2, 3, and 4 show the confusion matrix of the proposed
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Table 2 Confusion matrix of the binary classification based on feature threshold-based classification

Actual Fall Actual ADL
Predicted Fall 28 (TP) 03 (FP)
Predicted ADL 02 (FN) 37 (TN)

Table 3 Confusion matrix of the binary classification based on the keyframe-based classification

Actual Fall Actual ADL
Predicted Fall 29 (TP) 02 (FP)
Predicted ADL 01 (FN) 38 (TN)

fall detection method based on binary classification of the video sequences of the URFD
dataset into two classes: Fall and ADL. The confusion matrix of the two-channel fall detection
system based on feature threshold-based classification and keyframe-based classification are
presented in Tables 2 and 3 respectively. Table 4 shows the confusion matrix of the proposed
approach by combining the output of the two classification channels. We evaluated the
system’s performance in terms of Sensitivity/Recall, specificity, precision, and accuracy.
Table 5 presents the quantitative performance of the proposed system using different classi-
fication techniques, namely feature threshold-based, keyframe-based, and two-channel com-
bined approaches. In Table 6, the performance of the proposed methodology is compared with
state-of-the-art existing fall detection techniques based on the frontal camera sequences of the
UR Fall detection dataset. The comparison is made based on the performance parameters,
namely Specificity, Recall/Sensitivity, Precision, and Accuracy. It is to be noted, — symbol
indicates the data is not available. In [26], features evaluated are the threshold to distinguish
between a fall and regular activity. Human shape-based features like height and centroid are
used for the evaluation of the technique. In [8], the authors use centroid displacement and
optical flow vectors to design the fall detection system. Classification of the events into two
classes is done using SVM. Authors in [43] implement a CNN-based deep learning technique
to classify the fall and daily activity events. Pre-processed foreground frames are input to the
CNN network. Based on the performance parameters evaluated, the proposed method using

Table 4 Confusion matrix of the binary classification by combining the two classification channels

Actual Fall Actual ADL
Predicted Fall 30 (TP) 01 (FP)
Predicted ADL 00 (FN) 39 (TN)

Table 5 Quantitative performance of the proposed approach using different classification techniques

Classification Recall (%) Specificity (%) Precision (%) Accuracy (%)
Feature threshold-based 93.33 92.5 90.32 92.85
Keyframe-based 96.66 95 93.54 95.71
Two-channel combined 100 97.5 96.77 98.6
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Table 6 Performance comparison of the proposed method with existing fall detection techniques based on the
frontal sequences of the URFD dataset

Approach Features used Classification Input Recall Sp  Prec Acc
signal (%) %) (%) (%)

Merrouche and Baha « Height Feature threshold Depth 7692 80  — 78.68
[26] * Centroid tracking
Gracewell and * Centroid displacement SVM RGB 100 95 9375 97.14
Pavalarajan [8] * Optical flow vectors
Wang et al. [43] * Pre-processed fore- CNN RGB 9486 - 99.64 —
ground frames
Proposed approach * MHI Feature threshold RGB 9333 925 90.32 92.85
* HWR displacement Keyframes 96.66 95  93.54 9571
* Centroid displacement (K-NN)
(Horizontal and vertical) Two-channel 100 97.5 96.77 98.6
* Orientation combined
displacement

Rec: Recall/Sensitivity, Sp: Specificity, Prec: Precision, Acc: Accuracy

the combined two-channel classification outperforms the existing techniques in fall detection
capacity. The proposed algorithm achieves 100% sensitivity in detecting falls using the two-
channel combined classification. At the same time, our method is a hybrid Spatio-temporal
technique using a combined threshold-based and machine learning-based system resulting in
robust performance. The overall performance of the proposed method is found to be very
impressive. It shows 92.85% and 95.71% accuracy using the threshold-based and keyframe-
based classification, respectively. Combining the two classification streams results in a
significant jump at 98.6% accuracy. All the compared approaches use the publicly available
UR Fall Detection dataset [18] comprising video sequences recorded in simulated indoor
environments. RGB frames are considered as the input signal to the proposed method. It
supports the implementation of a conventional RGB camera to design an economical fall
detection system.

6 Conclusion and future directions

This paper proposes a new approach to elderly fall detection by integrating the input frames’
motion and significant human shape-based features. A two-channel classification strategy is
adopted to detect falls from regular life activities: threshold-based classification and keyframe-
based classification. Also, when there is any classification disparity between the two channels
in deciding a fall or regular activity event, additional knowledge is used to classify the frames.
A two-channel combined classification technique is used on integrated motion and shape-
based data. Experiments show the proposed algorithm displays promising results. It achieves
robust performance based on the frontal camera feed of the URFD sequences. Our approach is
evaluated based on real-time sequences of simulated falls and ADLs by young volunteers.
Behavioral characteristics like body posture, time is taken, human gait, etc., can be considered
between young and elderly to improve the visual interpretation of human behavior. The
analysis of the proposed approach is based on artificial lighting conditions, and it should be
enhanced for dark environments too for use in real-life situations. A single camera is used for
capturing the video sequences. Incorporating multiple cameras to view the person from
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separate angles can enhance feature extraction. Moreover, we expect our proposed method to
be improved by applying modern deep learning techniques in the future.
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