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Abstract
Traditional cameras can only record videos passively. If the camera can further automat-
ically recognize human behavior and activity, it can immediately issue an alarm to notify
the monitor or guards when abnormal behavior is detected. Hence, the monitor or guard
can quickly take relevant actions based on the detected behavior. In this paper, we
propose a deep learning model for abnormal behavior detection, which use object
detection technology YOLOv3 to detect pedestrians, and then use hybrid Deep-SORT
algorithm to track pedestrians to obtain tracking trajectories from the sequence frames.
Then, the convolutional neural network (CNN) is used to extract the action characteristics
of each tracked trajectory, and the long short-term memory network (LSTM) is used to
build anomalous behavior identification model to predict abnormal behavior, such as
falling, kicking, punching, etc. The experimental results show that the proposed method
has a good recognition rate in different behavior data sets, and it can also meet the needs
of real-time monitoring.
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1 Introduction

Population aging is a common problem faced by most countries today. Many elderly people
live alone. Among them, falls are the most common dangerous behavior and may require
emergency medical care. An automated fall detection system can help these elderly people and
provide necessary assistance in a timely manner.

According to a report from the Center for Injury Research and Prevention, middle-aged and
elderly people often suffer serious injuries due to falls. Many researchers have invested in the
research and development of fall detection systems. Various fall detection methods can be
divided into wearable and non-wearable methods. Wearables system usually include placing
an accelerometer on the object, which can detect changes in acceleration, planes of motion, or
impact to detect falls [9, 10, 27]. Huang et al. [25] used wearable devices (three-axis
accelerometers) and KGA algorithms and genetic algorithms to identify falls that are harmful
to the elderly.

However, most systems using wearable sensors will cause inconvenience or discomfort to
the user, and must operate when the user is wearing it. Non-wearable systems use cameras [4,
5], acoustic sensors [31, 40], and pressure sensors [2], which are placed in the normal
environment of the subject and use various measurements to determine whether the subject
has fallen. Arifoglu et al. [3] used daily activity data obtained by various environmental
sensors and used RNN to identify abnormal behaviors. Hu [23] proposed an improved
spatial-temporal convolution neural network to fight, rob, faint, and punch. The average
accuracy of the method is about 70%.

The use of artificial vision to automatically detect falls is a special case of human activity
recognition and is very useful for the elderly. The fall event itself, which is automatically
extracted from the video scene, represents vital information and can be used to alert emergency
situations.

Although we and many researchers have proposed many methods that can detect falls in
real time from surveillance videos, we have also noticed that sudden violence or injury
incidents on the street have caused more and more people to pay attention to the safety of
public spaces. This means that it is becoming more and more important to enhance the
technology of falling detection into a video surveillance system that can recognize a variety
of dangerous behaviors. Traditional surveillance cameras only provide passive image capture,
storage, and playback functions to record the occurrence of events. When an abnormal event
occurs, it is difficult to provide immediate warning. In particular, traditional monitoring
methods mainly rely on manual labor. When the mental stress and fatigue accumulated by
looking at multiple monitoring screens for a long time will be distracted and ignore the
occurrence of accidents. Therefore, if the ubiquitous cameras can be combined with our
intelligent surveillance technology, it will greatly increase the value of the video surveillance
system.

In order to identify people (object) from videos, object detection is a hot research topic in
computer vision and image processing in recent years. These methods can be divided into two
categories: region proposal based and end-to-end based [55]. The R-CNN [17, 47], Fast R-
CNN [16], and Faster R-CNN [43] are all object detection methods based on the proposal
region. The well-known YOLO [42], YOLOv2 [26] and YOLOv3 [41] are based on end-to-
end methods. Although the method based on proposal regions has higher accuracy, the
recognition speed is slower, while the end-to-end method has advantages in recognition speed
and can meet the real-time requirements.
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This paper uses image processing and deep learning technology to analyze pedes-
trian activity status through camera images and identify abnormal behaviors (falls,
kicks, punches) in the pictures. Since abnormal behavior is usually irregular and
happens in a short period of time, it requires continuous monitoring. Therefore, the
purpose of this paper is to develop a surveillance system that can instantly detect
abnormal behavior. The system recognizes and judges the activity status of pedestrians
in the surveillance images in real time, and realizes active detection of abnormal
events. This system can effectively detect abnormal behavior events or potential
hazards to reinforce the limitations of traditional monitoring systems that require labor
attention and reduce the mental load of security staff.

In order to avoid misjudgment, when a certain number of detected abnormal behaviors
reaches a preset threshold, the monitoring system will trigger a warning mechanism and send a
message to the monitor to ensure instant reminder and response to avoid more serious
consequences.

In this paper, a hybrid CNN and LSTM-based deep learning model for abnormal
behavior detection is proposed. The main contributions of this paper are concluded as
follows:

1. The proposed abnormal behavior detection model can be applied to video surveillance
system of homes and public spaces to alert the occurrence of abnormal events in real time.

2. We combine object detection technologies, such as YOLOv3, Kalman filter and Hungar-
ian algorithm, and propose a hybrid DeepSORT algorithm to track pedestrians to obtain
tracking trajectories.

3. Under the condition of non-high-end hardware, abnormal behavior in surveillance video
can be detected within 0.3 s. The method we propose can achieve the practicality of real-
time detection.

The remainder of this paper is organized as follows. Various abnormal behavior
detection methods and techniques are reviewed in Section 2. Section 3 presents the
details of the proposed scheme. In Section 4, we present the experiment results to
demonstrate the performance of the proposed scheme. Section 5 draws some conclu-
sions and future work.

2 Related works

With the increase of elderly people living alone and the continuous opening up of
society, people are increasingly concerned about the safety of their homes and the
public environment. Because of the rapid development of computer vision technology,
the research of human behavior analysis has made great progress. In particular, the
analysis of abnormal human behavior combined with object detection and gesture
recognition technology has become one of the most important technologies in the
field of safety management.

Many scholars have conducted a lot of research and experiments on the analysis/detection
technology of human abnormal behavior in video surveillance. These methods can be roughly
divided into two types, namely model-based behavior detection and scene density & object
interaction-based behavior detection [33, 56].
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2.1 Model-based behavior detection

Model-based behavior analysis methods need to set abnormal behavior judgment conditions,
extract the motion feature information of moving targets in the video sequence, compare these
information with the judgment conditions, and establish a normal behavior model. The
classification method can be divided into three categories: supervised, semi-supervised and
unsupervised [33].

Supervised approaches aim to model normal and abnormal behavior through labeled data.
Several literatures have been proposed to detect specific events in the video. They are usually
used to detect specific abnormal behaviors predefined in the training phase, such as fall
detection [45], fight detection [7, 19], and wandering detection [18].

Semi supervised approaches need only normal video data for training and can be
divided into rule based and model based approaches. The rule-based semi supervised
approach aims to develop a rule using normal patterns. Then, any sample that does
not fit this rule is considered as an abnormal. For example, Tani et al. [46] used rules
obtained through ontology-based approach to detect abnormal events in video surveil-
lance. Nguyen et al. [36] proposed a fall detection system based on rules extracted
from shape features. In the model-based semi supervised approach, abnormal patterns
correspond to instances that deviate from the model representing the normal behav-
iors. Hidden Markov model (HMM) and Gaussian Mixture Model (GMM) are the
most used models. Nannan et al. [35] proposed a method for anomaly detection using
Gaussian process. First, use HOF to extract low-level features to describe pattern
motion. Then, a Gaussian process model is built to generate a normal behavior
distribution, and this model is used to detect anomalies in the video. In Feng et al.
[15], a deep GMM is used to learn normal patterns.

Unsupervised approaches aim to learn normal and abnormal behaviors from statistical
features extracted from unlabeled data. For example, Weiya et al. [50] proposed an unsuper-
vised kernel framework for anomaly detection based on feature space and support vector data
description (SVDD).

2.2 Scene density & object interaction-based behavior detection

The density of the scene indicates the number of people present in the surveillance video. In
different application scenarios, the number of people monitored in the scene is different, and
the behavior detection methods used are also different. The choice of technology used to
characterize behavior is directly affected by scene density. Therefore, we divide the scenes into
two categories: non-crowded scenes, which are characterized by the presence of one or several
people in the monitored video at the same time and crowded scenes, which contain many
people.

Fall detection, loitering detection [18], detection of violent incident in elevator [57] and the
detection of entering restricted areas (being in the wrong placed) [48] are application scenarios
that belong to non-crowded scenarios. Van Beeck et al. [48] proposed a framework to detect
abnormal behaviors in LWIR surveillance images of train platforms. The framework consists
of two consecutive stages: first, reliable pedestrian detection is performed, and then the
detection path is classified using a Markov model.

Based on human dynamics, Zhang et al. [54] proposed a human posture representation
model called the “five-point inverted pendulum model”, and used an improved two-branch
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multi-stage convolutional neural network (M-CNN) for fall detection. Pan et al. [39] proposed
a fighting detection method based on pose estimation and motion optical flow.

In crowded scenes, trajectory descriptor can be obtained through tracking algorithm, which
can accurately describe the movement of objects in the scene. Laxhammar et al. [30] and Bera
et al. [6] proposed useful trajectory modeling methods to learn normal trajectory patterns and
identify abnormal behaviors with abnormal trajectories.

In recent years, many methods have been proposed to detect abnormal behavior in crowded
scenes. For example, method based on hidden Markov models [29], based on social force
models [34], based on chaotic invariants [53], based on kinematic features [1], or based on
streakline [49].

Chaker et al. [12] introduced an unsupervised framework based on social network model to
capture the crowd interaction and the scene dynamics. Hu et al. [24] proposed a weakly
supervised framework for Abnormal Behavior Detection and Localization (ABDL) in the
scenes. First, the objects in the scene such as pedestrians, vehicles, etc. are detected using the
Faster Regional Conventional Neural Network (Faster R-CNN); then, the object behavior is
described by a Histogram of Large Scale Optical Flow (HLSOF) descriptor; finally, the
Multiple Instance Support Vector Machine (MISVM) is trained and then used to identify the
testing behaviors as normal or abnormal.

3 Materials and methods

In order to detect abnormal behaviors in the scene, in this paper, we propose a hybrid behavior
detection model based on deep learning technology. First, we acquire a streaming image of the
surveillance scene and convert the streaming image into continuous picture frames. We use
object detection technology to detect pedestrians in the picture. Since abnormal behavior is
usually irregular and instantaneous, it is necessary to track each detected target. After tracking,
we will obtain the trajectory of each target and then use CNN to extract motion features. Then
input the features of these trajectories into the two-layer LSTM model to obtain the final
prediction results of abnormal behavior. Figure 1 shows the overall system flow chart. The
important technologies used in this system will be introduced below, including object detec-
tion, object tracking, and behavior recognition models.

3.1 Object detection

The main purpose of object detection is to find human objects in images. Because there is a lot
of unwanted background information in the image. Therefore, to detect each object in a
complex background, it is necessary to filter out unnecessary background noise and preserve
the complete outline of the object, then extract the necessary object pose, and further provide a
basis for behavior analysis. The object detection method used in this paper is YOLOv3 [41].
YOLO (You Only Look Once) is a one-stage object detection algorithm based on regression
method, which achieves a complete single training to share features under the premise of
ensuring a certain accuracy. The main reason why we choose YOLOv3 as the object detection
method is that in an open environment with a complex background, YOLOv3 can detect
various angles and multiple targets in real time while maintaining good detection results.

YOLO Darknet-53 consists of 53 convolutional layers and each convolutional layer is
followed by a layer of batch normalization (BN) and leaky rectified linear units (ReLU). As
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shown in Fig. 2, YOLOv3 uses the Eqs. (1) ~(4) for position prediction, where (tx, ty, tω, th)
denotes the predicted output of the model, (cx, cy) denotes the coordinate offset of the grid cell,
(ρω, ρh) denotes the side length of the preset anchor box, σ is activation function, and (bx, by,
bω, bh) is the center coordinate and width as well as height of the final predicted bounding box.

bx ¼ σ txð Þ þ cx ð1Þ

by ¼ σ ty
� �þ cy ð2Þ

b! ¼ ρ!e
t! ð3Þ

bh ¼ ρhe
th ð4Þ

In some complex scenarios, an object may belong to multiple categories. YOLO v3
changes the classification prediction function from softmax to multiple independent logical
classifiers to solve the multi-label classification problem. YOLOv3 refers to the upsampling
and fusion practice of the FPN [32] network, and combines three scale feature maps to
independently detect the fusion feature maps on multiple scales, thereby improving the
detection of small objects. The feature extraction model of YOLOv3 introduces the architec-
ture of the residual network [21] to remove the fully connected layer in a fully convolutional
manner, so that the network becomes deeper, and therefore more semantic information can be
obtained, and it can also solve Gradient problem and get better detection accuracy.

Fig. 1 System flow chart
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In this work, for each bounding box detected by YOLO, the position information of all
detected targets stored in an eight-dimensional matrix is extracted and used to represent the
current state of the target. The matrix is given by

P ¼ u; v; �; h; ˙x; ˙y; �˙ ; ˙hð Þ ð5Þ
where (u, v) is the position of the bounding box, γ is the aspect ratio of the bounding box, h is
the height of the bounding box, and (ẋ, ẏ, γ˙, ḣ) is the corresponding velocity information in the
coordinate, which is (0,0,0,0) initially.

3.2 Object tracking

Abnormal events often happen unexpectedly and suddenly. Therefore, when monitoring the
screen, it is important to understand the changes in the behavior of the people in the video. The
main task of object tracking is to detect, extract, identify and track moving objects in
continuous image sequences. And further obtain the position relationship and movement
trajectory of the moving object to realize the behavior analysis of the moving object. The
SORT (Simple Online and Realtime Tracking) algorithm [8] proposed by Bewley et al. is a
real-time multi-target tracking algorithm, which has high accuracy during real-time detection.

However, when the target is occluded for a long time or cannot be detected, the tracking
trajectory of the target will be interrupted and a new trajectory will be formed, which leads to

Fig. 2 Bounding boxes with dimension priors and location prediction [9]
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the problem of frequent ID switching. Deep-SORT [52] adds depth features and combines the
target’s motion information with appearance information as a new measure, which increases
the robustness of the algorithm and greatly reduces ID switching.

In the Deep-SORT algorithm, an 8-dimensional matrix (u, v, γ, h, ẋ, ẏ, γ˙, ḣ) generated by
YOLOv3 is first used to record the state of the trajectory at a certain moment, which is
expressed as the center position of the bounding box (u, v), the ratio of width to height (γ, h),
and the speed corresponding to the image coordinates (u, v, γ, h). Then we use the Kalman
filter’s [28, 51] equidistant motion and linear observation model to predict and update the
trajectory.

Kalman filter is a regression algorithm for optimizing discrete data, as long as the estimated
value of the state at the previous moment and the observation value of the current state are
known, and a series of measured values over time are used. Although this measurement is not
accurate and contains statistical errors, an estimate of the current state can be calculated.
Therefore, it is very suitable for target tracking. The Kalman filter mainly includes two
processes, prediction and correction, as shown in Eqs. (6) ~(7) and (8)~(10), respectively.

Time Update (Predict):

x̂�k ¼ Ax̂k�1 þ Buk�1 ð6Þ

P�
k ¼ APk�1AT þ Q ð7Þ

Measurement Update (Correct):

Kk ¼ P�
k H

T HP�
k H

T þ R
� ��1 ð8Þ

x̂k ¼ x̂�k þ Kk zk � Hx̂�k
� � ð9Þ

Pk ¼ I � KkHð ÞP�
k ð10Þ

where xk is the system state at time k, x̂k is an a posteriori estimate of the state at step k, x̂�k is an
a priori estimate of the state at step k, x̂k�1 is the predicted result from the previous state, zk is
the actual measurement of x at time k, P�

k is the a priori estimate error covariance, Pk is the a
posteriori estimate error covariance, Kk is the Kalman gain, H is the noiseless connection
between the state vector and the measurement vector,Hx̂�k is the measurement prediction. Q is
the process noise covariance, R is the measurement noise covariance.

The material meaning of Eqs. (6) and (7) is that when the target moves, the target frame
position and speed of the current frame and other parameters are predicted through the target
frame and speed of the previous frame.

In this work, the state of the current target generated by YOLOv3 is fed into the Kalman
filter, and the target is predicted and updated. The prediction result is stored in the tracked list.
The result predicted by the Kalman filter is set to the tentative state, which to be further
observed; or a confirmed state, which has been matched successfully; or a deleted state, which
cannot be matched and should be deleted. The position information of the target set to the
confirmed state is stored in the track matrix.
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Then, we combine the motion information and appearance information, and use the
Hungarian algorithm [11] to solve the matching problem between the predicted state and the
current detection state.

For position measurement, we calculate the Mahalanobis distance [52] between the position
predicted by the Kalman filter and the position of the detection frame detected by YOLOv3.
The formula is as shown in Eq. (11)

dð1Þ i; jð Þ ¼ dj � yi
� �T

S�1
i dj � yi
� � ð11Þ

where dj represents the position of the j-th detection frame, yi is the predicted position of the

target by the i-th tracker, and S�1
i represents the covariance matrix between the detection

position and the tracking position.
As in Eq. (12), we calculate the minimum cosine distance between the i-th predicted track

and the j-th trajectory, and use a pre-trained CNN network to extract appearance features.

dð2Þ i; jð Þ ¼ min 1� rTj r
ðiÞ
k jrðiÞk 2 Ri

n o
ð12Þ

The Mahalanobis distance is very useful for short-term prediction and matching based on the
altruistic position of the moving target. However, for a target that is occluded for a long time,
the cosine distance takes into account the appearance information, which can effectively
restore the target’s identity. In order to solve the problem of establishing associations, we
combine two metrics to obtain the final decision message:

ci;j ¼ λdð1Þ i; jð Þ þ 1� λð Þ dð2Þ i; jð Þ ð13Þ
For each newly predicted frame position, position division is performed and different thresh-
olds are set for different position areas. Then, compare with the positions of all predicted boxes
that have appeared, and calculate the distance between the newly appearing box and the
previously appearing boxes. When the Euclidean distance to a box that appeared before is
shorter than the set threshold, it will be regarded as the next position.

Because when a target is occluded for a long time, the uncertainty of Kalman filter
prediction will increase greatly. We further use matching cascade strategy [52] to improve
matching accuracy. Especially, the blocked target can be retrieved again, thereby reducing the
number of ID Switches. We divide the objects into different levels according to the time the
object is occluded. The less the occlusion time, the higher the matching level. First, the
tracking block set and the prediction block set are obtained, and Amax is set to the maximum
number of the block allowed to be missed in the track. The cost matrix is obtained by the
weighted sum of the two measurement indicators of position and appearance, and then through
the matching cascade condition, thresholds are set to calculate the position and appearance
information respectively.

We summarize the object detection and object tracking process used in this article as the
hybrid DeepSORT algorithm in Fig. 3 and the detailed flow chart in Fig. 4.

3.3 Behavior recognition model

The purpose of behavior recognition is to locate the target’s position on the received contin-
uous images and determine the current behavior. There are dependencies between action
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sequences. Therefore, we must consider not only the characteristics of the skin texture in the
spatial domain, but also the correlation between frames in the time domain.

3.3.1 Behavior classification

When pedestrian motion is to be captured from a continuous image sequence, there may be
many repetitive or slightly different motion frames. Since most abnormal behaviors occur
suddenly and have large changes in body movements, continuous frames with very small
differences can be regarded as redundant frames. Therefore, it is necessary to give these
consecutive motion frames a posture name as a representative action of abnormal behavior,
and remove the redundant frames. In this paper, we extracts a sequence of segments from 8
strides, and selects 5 frames from the sequence as the action sequence representing abnormal
behavior, as shown in Fig. 5.

Algorithm: Hybrid DeepSORT

Input: The image frames captured by the camera.

Output: The processed image frames that the predicted target can be matched with 

the detected target.

Step1. Use YOLOv3 to detect the target in the video frame, and save the position 

and ID of the detection bounding box.

Step2. Use the Kalman filter to predict the position of the targets, and save the 

position and the ID of the predicted bounding boxes.

Step3. Use the Mahalanobis distance and the Hungarian algorithm to handle the 

matching problem between the predicted position and the current detection 

position.

Step4. Use the Matching cascade strategy to improve the matching accuracy.

Fig. 3 The hybrid DeepSORT algorithm

Fig. 4 The process flow of the hybrid DeepSORT algorithm
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Because CNN has a strong ability to learn image features, we input the action sequence into
the CNN network with shared weights, and analyze the spatial features and local motion
features. Therefore, in this paper, we use CNN to construct a feature detector to find obvious
action features in abnormal behavior. Because the position and posture of each pedestrian in
the image are different, the size of the pedestrian image captured by the detection frame is
different, so we normalized these pedestrian images and adjusted them to 80 × 80 size, as
shown in Fig. 6.

Due to the sequential nature (time series) of the abnormal behavior, we hope that the
network can retain a certain memory when it continuously reads the input frames. When
inputting a new frame, the network model will take the newly observed information into
consideration for adjusting the memory, and then adjust the memory. That is, the internal

Fig. 5 Frame selection for abnormal behavior

Fig. 6 Behavioral sequence normalization
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memory can retain the key information. The Long Short-Term Memory model (LSTM) [22,
38] has long-term memory capabilities and is very suitable for processing and predicting
important events with very long intervals and delays in a time series. Its main feature is to add
input gate, output gate, forget gate and memory cell in the hidden layer to do more complex
processing of the message.

The core of LSTM is the cell state Ct, which runs through the entire network operation
cycle. It holds some key information learned over time. As shown in Fig. 7, the three gates in
the LSTMmodel all use Sigmoid function as the activation function. Its purpose is to allow the
output value to be in the range of 0 ~ 1 to indicate the degree of message filtering. When the
value is equal to 0, it means that no messages are allowed to pass, while the value equal to 1
means that all messages are allowed to pass. It is first necessary to determine which messages
should be discarded (forgotten) from the cell state, which is controlled by the sigmoid layer of
the forget gate. Such a mechanism can avoid the occurrence of gradient explosions. Its input
includes the output from the CNN network xt and the previous hidden state ht-1. Then its output
is multiplied by the previous memory state Ct-1 to determine the forgotten information and
form part of the new memory cell. Then, determine which new messages need to be retained

through the input gate, and then multiply it by the possible new candidate values Ĉt to form the
second part of the new memory cell. Then, the memory states of the previous two parts are
added together to form a new cell state. Finally, the new cell state is multiplied by the output
gate to determine the degree of output. The reason for using the tanh function in the output
gate is to set the output value between −1 and 1, and − 1 means that long-term memory will be
removed.

Suppose xt ∈ Rd × 1 is the input vector,W∗ ∈ Rp × p is the weighted matrix from the hidden
layer to the specific gate, U∗ ∈ Rp × d is the weighted matrix of the input vector to the specific
gate, b∗ ∈ Rp × 1 is the bios of the specific gate, the forward propagation process of forget gate,
input gate and output gate can be expressed as Eqs. (14)–(19).

Fig. 7 The LSTM model
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f t ¼ σ Wf ht�1 þ Uf X t þ bf
� � ð14Þ

it ¼ σ Wiht�1 þ UiX t þ bið Þ ð15Þ

~Ct ¼ tanh Wcht�1 þ UcX t þ bCð Þ ð16Þ

Ct ¼ f t � Ct�1 þ it � Ĉt ð17Þ

Ot ¼ σ WOht�1 þ UOX t þ boð Þ ð18Þ

ht ¼ Ot � tanh Ctð Þ ð19Þ

3.3.2 Model architecture

The proposed architecture for abnormal behavior detection is based on the VGG-16 network,
which contains 10 convolution layers to extract features. There are 5 pooling layers interspersed
between the convolutional layers, as shown in Table 1. The first layer of convolutional layers uses
7 × 7 convolution kernel to preserve the action space features, and most of the remaining
convolution layer are replaced by 3× 3, which can obtain more subtle features to enhance the
network recognition ability and reduces the number of parameters. As the network deepens, the
amount of computation will increase. In order to avoid this problem, we reduce the number of
input channels before using a larger convolution kernel, such as 7 × 7. The number of channels in
the first layer is 32. After each layer of pooling, the number of channels will double, up to 512.

After completing the feature extraction of the convolution operation, a feature vector of length 5
will be obtained. We convert it into a one-dimensional vector and input it into the LSTM network
[11, 28]. Our proposed classification model uses two layers of LSTM. The first layer LSTM will
send the results to the next layer and the next self. The purpose of this is that we want to input the
output information of each time to the next layer of LSTM as training data, and at the same to the
next layer of LSTM as training data, and at the same time pass the information to the next self as
input data. Finally, it passes through the fully connected layer and obtains the probability of each
behavior category through softmax, and the highest score is used as the recognition result.

4 Experimental and discussion

4.1 Training dataset

In this work, we use Fall Detection Dataset [13] as the training data set. This dataset was
released by ImVia Laboratory of University of Bourgogne. The videos of this dataset were
recorded using a single camera in a home and office environment. The scenes in the video
include different light sources, object occlusions, and backgrounds with complex textures. The
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actors make various falling postures in different walking directions. The dataset contains 191
videos, including 143 videos with falling and 48 videos without falling. The frame rate is 25
frames/s and the resolution is 320 × 240 pixels.

4.2 Metrics criteria

The evaluation metrics, such as sensitivity, specificity, accuracy and precision, are used for
assessing the performance of the proposed hybrid model. These metrics are computed by the
following equations:

Sensitivity ¼ TP

TPþ FN
ð20Þ

Specificity ¼ TN

TNþ FP
ð21Þ

Accuracy ¼ TPþ TN

Pþ N
ð22Þ

Precision ¼ TP

TPþ FP
ð23Þ

where TP stands for true positive, It represents the number of videos with actual falling images
that were correctly classified as falls and FP stands for false positive, it indicates the number of
non-fall images that are falsely detected as falls. True negative (TN) is the number of the non-

Table 1 The proposed architecture for abnormal behavior detection

Type Size/stride

Input
1 Convolutional 7×7/2
2 Convolutional 3×3/1
3 Maxpool 2×2/2
4 Convolutional 3×3/1
5 Convolutional 3×3/1
6 Maxpool 2×2/2
7 Convolutional 3×3/1
8 Convolutional 3×3/1
9 Maxpool 2×2/2
10 Convolutional 3×3/1
11 Convolutional 3×3/1
12 Maxpool 2×2/2
13 Convolutional 3×3/1
14 Convolutional 3×3/1
15 Maxpool 2×2/2
16 Flatten
17 LSTM
18 LSTM

Detection

11838 Multimedia Tools and Applications (2022) 81:11825–11843



fall images that were detected as non-fall. False negative (FN) is the number of video with
actual falling images that were falsely detected as non-fall. P and N is the total number of
actual fall image and actual negative image. These metrics can help us to classify a small
number of samples that are of interest, and solve the number of fall samples is far less than the
number of samples without falls.

4.3 Experimental results

The experimental hardware and software environment is set to: Intel(R) Core i7-8700K, DDR4
32GB, NVIDIA GeForce 1080Ti, Ubuntu 16.04, 64-bit operating system.

This experiment used 100 fall films and 40 normal active films as the training set, and the
remaining 43 falling films and 8 normal activity films as the test set. The optimizer used in the
experiment is stochastic gradient descent (SGD), and set the initial learning rate to 0.01, batch
size to 35, and reduce 1/10 after every 10 epochs, and terminate the training process after 50
epochs.

The proposed hybrid model has been compared with various classifier including
Nunezez-Marcos et al. [37], Fan et al. [14], and Harrou et al. [20] Table 2 presents a

comparison of our method with other researchers’ methods. Although the accuracy of our
proposed method in the Fall Detection Data set is less than Fan et al. [14] and less sensitive
than Harrou et al. [20], it still has a sensitivity of 98.6%, a specificity of 97.2% and an accuracy
of 97.4%. The result indicates that our method is competitive with the existing state-of-the-art
methods.

We also use the UT interaction dataset [44] to evaluate the application of the model in
complex human activities categories. Experimental results in Table 3 show that our proposed
model can also achieve the results of the method proposed by Ryoo et al. [44]. This also
illustrates the feasibility of our method applied to complex human activities recognition. From
the experimental results, the model we proposed has a low accuracy in identifying kicks and
punches. This phenomenon may be because the size of the data set is too small, there are only
20 videos in one category and the resolution of the movie is too low, or it may be because the

Table 2 Comparison of methods on Fall Detection Dataset [22]

Methods Sensitivity (%) Specifity (%) Accuracy (%) Precision (%)

Nunezez-Marcos et al. [37] 99.0 97.0 97.0 –
Fan et al. [14] 98.4 100 – –
Harrou et al. [20] 100 95.0 96.7 94.0
Ours 98.6 97.2 97.4 97.3

Table 3 Comparison of methods on the UT-interaction dataset [44]

Method Shake hand
(%)

Hugging
(%)

Kicking
(%)

Pointing
(%)

Punching
(%)

Pushing
(%)

Ryoo et al.
[44]

Sensitivity 89 86 95 52 89 78
Precision 92 88 97 77 65 84

Ours Sensitivity 92 94 65 88 67 82
Precision 93 86 82 80 78 94
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Table 4 The verification results of the 10 films

Video # Accuracy (%) Recognition time(sec)

A 100.0% 0.283
B 66.6% 0.263
C 100.0% 0.262
D 100.0% 0.286
E 100.0% 0.283
F 66.6% 0.279
G 66.6% 0.198
H 100.0% 0.183
I 100.0% 0.284
J 33.3% 0.281

83.31% 0.260

(a)Correct – object1 is falling (b)Correct – object4 is kicking

(c)Correct – object2 is punching

(c) Misjudgment – object1 is punching

and object2 is falling
(d) Misjudgment – object13 is punching

Fig. 8 The behavior recognition results in different scenarios
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body movements of kicking and punching are not obvious or blocked. This problem can be
improved by adding high-resolution image data sets.

In addition, In order to verify whether our proposed method can be applied to the actual
field, this work also recorded 10 videos containing three abnormal behavior scenarios (falling,
kicking, and punching). The length of each video is about 1 min. Table 4 lists the verification
results of these 10 films. The average accuracy of this system is 83.31%, especially the average
time from detecting abnormal behavior to making a judgment is only 0.26 s, which proves that
the method we proposed can achieve real-time monitoring.

Figure 8 shows the behavior recognition results in different scenarios, including correct and
incorrect detection results. We further inspected the video that caused the misjudgment and
found that when the body is too tilted or the arm swings greatly, it is easy to cause
misjudgment. It is inferred that the reason may be due to the inability to extract a complete
object detection frame under certain conditions (such as, light, similar background, and
overlapping targets, etc.) in the object detection stage. In the future, the models in the object
detection and object tracking stages will be adjusted and optimized to strengthen the robust-
ness of identification under various environmental noises.

5 Conclusion

This paper proposes an abnormal behavior detection method based on CNN and LSTM, which
can detect three types of abnormal behavior: falling, kicking or punching. Experimental results
show that the proposed method can effectively detect abnormal behaviors in surveillance images.

The detection accuracy rate of using the Fall Detection Dataset to verify is 97.4%, and the
accuracy rate of using the UT interaction data set to verify the identification of various
behaviors exceeds 80%. Moreover, the accuracy of the method used in real scene recognition
reaches 83.31%, and it can achieve real-time detection efficiency. Although this paper focuses
on abnormal behavior detection, the proposed method can also be applied to other behavior
recognition tasks as long as the training data set is replaced.
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