Multimedia Tools and Applications (2022) 81:5349-5372
https://doi.org/10.1007/511042-021-11752-9

®

Check for
updates

Bounding function for fast computation
of transmission in single image dehazing

Suresh Chandra Raikwar' @ . Shashikala Tapaswi? - Soumendu Chakraborty?

Received: 14 December 2020 / Revised: 20 August 2021 / Accepted: 22 November 2021 /
Published online: 18 December 2021
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2021

Abstract

There exist multiple dehazed images corresponding to a single hazy image due to ill-posed
nature of single image dehazing (SID), making it a challenging problem. Usually, the SID
used atmospheric scattering model (ASM) to obtain haze-free image from a hazy image.
According to ASM, recovery of lost visibility depends upon accurate transmission. The
proposed method presents a linear multiplicative bounding function (MBF) for estimation
of difference channel (DC) to compute the value of transmission. The results obtained by
the MBF has been compared with renowned SID methods. The accuracy of the proposed
MBEF has been proved by visual and objective evaluation of the dehazed images.

Keywords Dark channel prior (DCP) - Dehazing - Image enhancement -
Image restoration - Transmission - Visibility

1 Introduction

Outdoor vision based systems (i.e., recognition, surveillance, and intelligent transportation)
perform in clear visibility, which degrades under poor weather [30].

The atmospheric light is scattered by the molecules, suspended in the air [36]. The cam-
era captures a noisy image due to the scattering of light [4, 31, 41, 45]. This noise comes
in the form of two fractions, (i) the amount of non-scattered-light, and (ii) the amount of
scattered-light. Thus, the visual quality of images (such as contrast, visibility, brightness,
etc.) fade in bad weather [13]. Hence, it requires image dehazing.

The main purpose of single image dehazing (SID) is to obtain haze-free image from the
hazy image [4, 32]. The SID used atmospheric scattering model (ASM) to perform deahz-
ing. The ASM described formation of an image in poor weather with two prime factors, (i)
transmission, and (ii) atmospheric light.
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The SID is an inverse problem. Many assumptions and priors have been used in SID.
The existing SID methods works under these assumptions, which introduced inaccuracy in
estimated transmission. The smoothing operations have been used for accurate transmission,
making the SID computation intensive.

The minimum channel (MC) of haze-free image is effective to compute accurate trans-
mission. However, the value of MC increases with haze-density, resulting in inaccurate
transmission. This inaccuracy reduces visibility in the scene, and distorts the color of
image. The proposed work presents a multiplicative bounding function (MBF) for accurate
estimation of transmission and to perform the fast dehazing. The MBF computes differ-
ence between MC of hazy and haze-free images (difference channel) to minimize error in
estimation process.

The following Sections have been used to present the paper. The Section 2 focused on
the literature review. The details of ASM, and gaps in the research have been presented
in Section 3. The proposed MBF is detailed in Section 4. The proposed method has been
compared and analyzed with methods in [2, 4, 24, 27, 38, 47] in Section 5. The conclusion
and future scope is given in Section 6.

2 Related work

The single image dehazing (SID) estimates parameters of ASM. Therefore, the literature of
SID is based on accurate estimation of these parameters. The methods of SID can be best
described in six categories as follows: (i) priors based methods, (ii) sky-region segmentation
based methods, (iii) statistics of hazy images based methods, (iv) mathematical optimiza-
tion based methods, (v) convolution neural network (CNN) based methods, (vi) Generative
Adversial Network (GAN) based methods.

2.1 Priors based methods

The priors based methods uses some known knowledge about the haze to restore visibility
of the scene [1, 4-7, 10, 14, 19, 32-34, 37-39, 44, 47].

The visibility is increased by maximizing local contrast in [32]. This method distorts
color due to alteration in contrast, which limits its practical use. The haze density is approx-
imated using atmospheric veil by the method in [34]. But it cannot preserve edges and is
unable to handle dense haze. The bi-lateral filter is employed by [39] to refine the estimated
atmospheric veil by the method in [34]. This helps in recovering and preserving the edges.
But the method in [39] does not work properly for objects brighter than atmospheric light.

A strong prior (called dark channel prior (DCP)) is presented in [4]. The DCP defines
that minimum non-linear filtering on MC of haze-free image without bright region produces
a dark image (i.e., dark channel). The dark channel is used to estimate haze-free image
from the hazy image. However, artifacts such as halos, blocking, and color distortion are
generated by the method in [4] due to size of neighborhood in non-linear filtering.

The artifacts has been reduced by using soft-matting, but it increased computational cost.
Hence, the processing speed is reduced. Further, dark channel is valid for haze-free images
without bright region. Thus, dark channel fails for images with bright region or sky-region.
The processing speed SID is improved by using guided filter presented in [5]. The guided
filter reduced artifacts and preserved the structure with fast processing speed. But the guided
filter increased color distortion in the images with bright region.
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Further, the blocking artifacts are reduced by the modified DCP presented in [6].
The modified dark channel prior handled images with bright region. But dehazed quality
controlled by the size of local neighborhood in [6].

In summary, the priors based methods worked with strong assumptions. They produced
quality results for images without bright region.

2.2 Sky-region segmentation based methods

The sky-region segmentation based methods have been introduced to handle bright regions
in the image [10, 37, 44].

There exist less number of edges in bright or sky-region, hence edge detection is used
to segment sky-region in [10]. But it is inefficient. In the method in [44], the transmission
of skyregion is computed with color characteristics whereas dark channel prior is utilized
to compute transmission of non sky-region. The transmission is refined by using guided
filter to preserve edges and structure. A part of the sky-region is identified using quad-tree
decomposition by the method in [37], and region growing algorithm is applied to segment
skyregion. This method reduced blocking artifacts, and obtained natural colors for images
having large skyregion. But this method fails for real-world images due to presence of small
sky-region or absence of sky-region.

Overall, the sky-region segmentation based methods depends on accuracy of segmenta-
tion, and beneficial for images with sky-region only.

2.3 Statistics of hazy images based methods

The statistics of hazy image has been used by the methods in [24, 38, 43, 47] for SID.

The distance (depth) of objects from the camera in a scene measures the severity of
visibility. Hence, the method in [47] estimated depth of a scene using statistics of hazy
images. It has been observed by the method in [47] that brightness of the hazy image is
directly proportional to depth whereas saturation is negatively correlated with depth. This
relationship is utilized to estimate depth of the scene, and refined using local minimum
filtering, resulting in wrong estimated depth at discontinuities. The depth is corrected at
discontinuities using median filter by the method in [24]. But this method works well with
homogeneous haze distribution.

Further, the MC of haze-free image represents amount of noise present in the scene,
making a base for the methods in [23, 25, 38]. The method in [38] linearly transformed the
MC of hazy image into MC of haze-free image to obtain dehazed image. This method is
computationally efficient for real-time dehazing, but it is over-exposes the objects present
at long distance in the scene due to wrong estimated transmission. The method in [25]
linearly transformed local region of the hazy image into respective local region of haze-
free image. This method has improved accuracy of the transmission at long distance.
However, it is computationally slow than the method in [38]. The dehazing control fac-
tor is presented in [23] to improve accuracy and speed of dehazing. But this method
fails under dense haze. The effect of illumination (environmental) is minimized by the
method in [43] by using correlation of haze-free and hazy image, and preserved the struc-
ture of the dehazed image, but retrieved correlated haze-free image controls the quality of
dehazing.

In summary, the statistics of hazy images based methods are computationally fast.
However, the quality of dehazing depends on amount of haze present in the scene.
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2.4 Mathematical optimization based methods

The optimization based methods improved accuracy of dehazing by increasing the smooth-
ness of the transmission [1, 19].

The boundary constraint is presented in [19], helps in estimation of initial transmis-
sion, which is smoothed using contextual regularization. But this method may over-estimate
the transmission under heterogeneous haze, and results in color distortion. The novel non-
local prior based on clustering is presented in [1]. The pixels have been clustered, based
on airlight to form haze-lines to compute initial transmission, which is refined using
regularization. But this method estimates wrong transmission under bright atmospheric
light.

The optimization based methods improved accuracy of the transmission, making quality
visual results at the increased computational cost.

2.5 CNN based methods

The CNN is evolved as a tool to improve quality and accuracy in dehazing. Recently, CNN
based methods have been presented in [2, 8, 9, 11, 27, 28, 42].

The two layers are employed by the method in [27] to estimate the transmission. The
first layer computes initial transmission by using coarse-scale net, and second layer refines
it with a fine scale net. A novel DehazeNet is presented in [2] to compute transmission. The
transmission and atmospheric light estimated in unified manner in [11], to minimize the
reconstruction error. These methods works well for small images, but their computational
efficiency decreases with increased image size. The pixel-wise transmission using patch
quality comparator is computed by the method in [28]. This method estimates accurate
transmission. However, this method does not consider amount of haze to interpolate the
value of transmission. Hence, it may produce poor visibility in dehazed image.

The energy function based on DCP and transmission prior has been presented in [42], to
improve smoothness of the transmission. The proximal-network (an end-to-end CNN) has
been constructed in order to minimize the value of energy function. However, this method
does not perform for dense haze and dark hazy images. A cascaded CNN to jointly estimate
the transmission and global atmospheric light is presented in [9]. The transmission is calcu-
lated by using a dense CNN, whereas a lightweight CNN is utilized to compute atmospheric
light. The PDR-Net (a deep CNN) with a multi-term loss function has been presented in [8].
It jointly minimized multi-term loss function to refine contrast and color.

The CNN based methods best suited for SID, but they have increased computational cost.

2.6 GAN based methods

The generative adversial network is introduced in 2014, and exploited very well in the filed
on SID. The recent methods based on GAN have been presented in [3, 46].

The multilevel pooling is utilized by the method in [46] to compute the transmission.
Further, a GAN checks whether the transmission and respective dehazed image are real or
fake to maintain their structural correlation. This method does not works well under dense
haze and it distorts color in bright region.

The cycle-dehazing GAN is presented in [3]. The unpaired hazy and haze-free images
are used to train cycle-dehaze network. The perceptual loss function may distorts color and
structure in [3].
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3 Atmospheric scattering model (ASM)

Single image dehazing methods use ASM as the base model to perform dehazing [4, 20].
ASM represents effects of scattered light on the captured image. Fig. 1 shows the process
of atmospheric scattering. An object reflects incident sunlight, which then scattered by air
molecules. The camera received scattered light (Airlight) and non-scattered light (Direct
attenuation) [20]. ASM is mathematically represented by (1) [22].

LiCe, y) =I5, y) « Tr(x, y) + Ay« (1 — Tr(x, y)) (1
Direct—Attenuation Airlight
where location ( coordinate ) of a pixel is (x,y), ¢ € (r, g, b), I, and I; represent haze-
free and hazy image, respectively. The global illumination (atmospheric light) is A,. The
amount of non-scattered light (transmission) is given by Tr(x, y), and illustrated by (2).

Tr(x, y) — e—yDepth(x,y) (2)
where, Depth(x, y) is distance of a pixel from the surface of the camera (depth of the
scene). The strength of scattering is represented by y (scattering coefficient).

The noise has been introduced in hazefree image by multiplicative 7 (x, y) and additive
A (1 — Tr(x,y)), as illustrated in (1). Therefore, accurate value of T (x, y) is essential of
quality SID.

The value of Tr(x, y) can be estimated by using (1), or (2). Equation (1) has been utilized
by DCP in [4]. However, it increases reconstruction error due to the estimated value of A,
and in the presence of sky-region in hazy image. The method in [47] have used (2) with
y = 1 to obtain the value of Tr(x, y) by computing Depth(x, y). Thus, it is unable to
handle varying weather conditions (with varying value of scattering coefficient). Method
in [38] have reduced the error in transmission by computing MC, but it over-estimated
Tr(x, y) with increased haze-density.

Moreover, we have translated the problem of SID into estimation of difference chan-
nel in [26]. Method in [26] assumed that the color channels share same transmission and
atmospheric light. Therefore, MC can be used to find transmission by using (3).

1

minIgGeoy)—minIp(,y)
N 7Y FTED)

Tr(x,y)=

3

A

Direct Attenuation

Fig. 1 Image capturing process in amid weather
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where, minly(x, y) = minee(g,p) (15(x, y)), minly,(x, y) = minee(r g 5 (I5 (x, ¥)), repre-
senting MC of hazy and hazefree image, respectively. Term (minl;(x,y) — minl,(x, y))
in (3) is the difference (D, (x, y)) channel. Minimization of error in D, (x, y) will gen-
erate accurate transmission. The method in [26] computed D, (x, y) by using a non-linear
bounding function. However, the non-linearity of this function increases the computational
complexity.

Further, Tr(x, y) can be calculated from (3), if A, and minl,(x, y) have been known
in prior. A recent technique in [38] estimated minl,(x, y) to increase accuracy in trans-
mission using (3). The method in [38] presented a linear transformation based method to
estimate minl,(x, y). However, error in minl,(x, y) increases with increased haze density
due to overestimation of minl,(x, y). Wrong estimated minl,(x, y) results into increased
reconstruction error in dehazed image. Therefore, the proposed method contributed in the
following manner.

i. The proposed method computes difference channel to estimate initial value of the
transmission, which minimized the reconstruction error.
ii  The difference channel depends upon multiplicative bounding function (MBF). There-
fore, a linear model has been presented to estimate MBF.
iii. The smoothness of initial transmission is increased using the contextual regularization
with few iterations to reduce computational cost of dehazing.

4 Proposed method
4.1 Computation of difference channel

Equation (1) illustrates that minl;(x, y) increased with depth. Therefore, D, (x, y) will
increase, resulting in decreased value of psnr(x, y) with depth. If psnr(x,y) is above
a minimum threshold value(¢), then human-eye cannot differentiate the two pixels. Let
human eye cannot notice a difference in minl;(x, y) and minl,(x, y)) iff:

psnr(x,y) = ¢ % 8(x,y) “)

where, 6 (x, y) is MBF, which binds the value of PSNR in the range (0,¢),0 < ¢ < oo is
constant parameters. It can be inferred from (4) that MBF must be a decreasing function of

depth.
Furthermore, the inequality in (5) can be obtained from (3) and (4).
1
Ty 2 §)

Ar—minlg(x,y)

Equation (5) presents the value of Dy (X, y) = Lpax * 107005%8(x.y) "and is dependent
on the value of bounding function (§(x, y)). The method in [26] used non-linear bounding
function for estimation of D, (x, y). However, the non-linearity increased the complexity
of the method in [26], and it violates linear property of the ASM. Hence, the proposed
method presents a linear multiplicative bounding function (MBF).

The denominator of (5) must satisfy the following inequality due to (2).

I % 1070.05{*8()5,)7)
(1 + max . ) - 0
Ay —minly(x,y)
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Butminli(x,y) > A, for objects brighter than A,. Thus, Tr(x, y) < O for these objects.
Hence, the proposed method takes absolute value of A, — minl;(x, y) in (5), which results
in (6).

1

Lnax %10~0.05¢%8(x,y)
[Ay—minlg(x,y)]

Tr(x,y) = (©)

1+

where, | - | operator returns absolute value. Now, the aim of the proposed work is to compute
MBEF for accuracy in SID. As the error in MBF will reduce, so accuracy will increase. This
reflects the motivation for direct estimation of D, (x, y).

4.2 Mathematical formulation of MBF

The MBF should decrease with depth as proved by (4). The proposed method assumes that
MBF is linear decreasing function of depth due to linearity of ASM. The MC of hazy image
has negative correlation with MBF. Hence, the proposed method models estimation of MBF
as:

8(x,y) x —minly(x,y) 7

The method in [4] observed that minl;(x,y) = O for hazefree points, and 0 <
minlz(x,y) < 1 for hazy points. Thus, (7) has been modeled as (8).

S(x,y)=1—axminly(x,y) +€(x,y) (8)

where, 0 < minlz(x,y) < 1,and 0 < a < 1 is linear coefficient. The symbol €(x, y)
represents random error, which has been modeled as a random image based on the Normal
distribution with variable o2,

4.3 Training data and computation of coefficient

The linear regression (LR) is based on minimization of squared error. Therefore, LR is
used to compute linear coefficient a, which required ground truth (GT) of &(x, y) and
minly(x,y).

The value of minl;(x, y) is obtained from given hazy image. The pair of hazy and haze-
free image is essential to obtain the GT of §(x, y) by using (4). But the natural haze free
image corresponding to hazy image can not be obtained due to the constraint (the object in a
scene moves with time, hence may have variable depth at different instant). Thus, 200 haze-
free images has been collected from Google search engine. These are the images of natural
scenes (with mountains, forests, trees, peoples, roads, etc.) with size (194 x 259). But the
depth information of these images is not available. It has been assumed that the contents of
the scene are independent of it’s depth [47]. Hence, the random depth images correspond-
ing to the haze-free images have been calculated using Normal distribution (N (0, 0,,2)). The
value of random transmission is computed using these depth images corresponding to each
haze-free image with help of (2). The random value of atmospheric light has been com-
puted using uniform distribution for each image. The pair of hazy and haze-free image
have been prepared by putting the values of haze-free image, atmospheric light, and random
transmission in (1).

The set of these hazy and their respective haze-free images has been utilized as the train-
ing dataset. The GT of psnr(x, y) has been computed to obtain the GT of §(x, y) by using
(4). This training dataset is used to learn the values of linear coefficient as a = 0.9996, and
variance o> = 0.0018.
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4.4 Significance of the MBF

The method in [4] overestimated the transmission in extreme case (i.e., for an image with
sky region) due to invalidity of DCP (minl;(x,y) # 0). But the value of §(x,y) > 0
in these conditions, hence the MBF computes accurate transmission in comparison with
method in [4].

Assuming an extreme condition with A, = 1, and minl;(x, y) = 0.95. The method in
[4] produced T, (x, y) = 0.05. But the value of §(x, y) = 0.049 in this condition, resulting
in 7, (x, y) > 0.06, which is less than the ground truth value of transmission. The smoothing
process can further increase this estimated value of transmission.

4.5 The process for smoothing of the initial transmission

Equation (6) computes non-smooth initial transmission, and accuracy is controlled by the
parameter ¢. It has been proved that for ¢ < 30, the human eye is able to detect difference
between two images. Effect of different values of ¢ on initial transmission has been shown
in Fig. 2. The noise has been added in the image in Fig. 2a with depth image in Fig. 2b using
(1), to obtain hazy image in Fig. 2c. Initial value of transmission is computed from image
in Fig. 2¢ with different values of ¢ = [25, 35, 45, 55] by using (6), and is shown in Fig. 2d
as the graph.

Black curve depicts GT of transmission in Fig. 2d. Two red curves in Fig. 2d represent
transmissions with ¢ = [45, 55], respectively. Red curves are far away from the GT. This
inferred that high ¢ relaxes upper-bound. Blue curve represent transmission with ¢ = 35,
and is close to the GT. However, blue curve is neither completely upper nor lower bound on
transmission. Transmission with { = 25 is represented by green curve, and is completely a
tight lower limit on the GT. Thus, it can be concluded that { < 30 will produce tight lower
limit on transmission. The lower value of ¢ generates contrasting dehazed image.

The initially estimated value of transmission is non-smooth, hence smoothing is impor-
tant for better dehazing. The contextual regularization has been utilized to increase
smoothness of the initial transmission to improves it’s accuracy. The following objective
function has been minimized to perform the contextual regularization.

) : .
SITr =Tri3+ 3 lhwe o (Dic (T ©)

ke

where, regularization parameter is A, indexes of pixels in transmission represented by €2,
Diy, represents the differential operation, the filters presented in [19] have been used to
obtain the weight matrix (wy), Tr represents smooth transmission, Tr represents initially
estimated transmission, () is convolution operation, o is pixel wise multiplication operator.
The contextual regularization has been adapted from [19] to find the solution of (9). But the
regularization process of the proposed method terminates in few iterations in comparison
with method in [19].

4.6 Computation of atmospheric light
The techniques to estimate the value of atmospheric light has been presented in [4, 19, 38].
The average value of the intensities of the brightest pixels in DCP has been used in [4, 19]

as atmospheric light. The method in [19] has been used by the proposed work to compute
the value of atmospheric light.
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(b) Depth image (c) Hazy image

Transmission
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e e ——Ground Truth of Tr(x,y)
T, —Tr(x y) with £=25
0.8" N, Tl e Tr(x,y) with £=35 I
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4
Depth x 10

(d) Comparison of transmission

Fig.2 Effect of varying ¢ = [25, 35, 45, 55] on initial transmission. Black curve represents GT of Tr(x, y).
The green curve, blue curve, red curve with — line, and red curve with —... line represent 7'r(x, y) with
¢ =[25, 35,45, 55]

4.7 Computation of dehazed image

The dehazed (estimated haze free) image has been obtained by plugging values of smooth
transmission and atmospheric light in (10).

If(x, y) —

5 y) = max(Tr(x, y), 001)

+ A, (10)

where, I;C (x, y) represents dehazed image, max(, ) function returns maximum of two values,
and avoids divide by zero exception in (10).
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5 Comparison of results and analysis

The Intel CORE(TM) 17-4790@3.60 GHz processor with Windows8.1 Pro has been used
to perform the experiments. The proposed SID method has been programmed on MAT-
LABR2014a. The result analysis shows the comparative analysis of the proposed method
with six of the renowned dehazing methods: Dark-Channel Prior (DP) [4], Boundary Con-
straint Context Regularization (BR) [19], Color Attenuation Prior (CP) [47], MSCNN [27]
(CN), Improved Linear Depth Model (IM) [24], Fast Dehazing using Linear Transformation
(FT) [38] and Adaptive Dehazing Control Factor (ADCF) [23].

The real-world and synthesized hazy images have been used to test the performance.
These hazy images have been collected from Waterloo-IVC (IVC) [16] and NYU datasets
(NYU) [21], respectively. Next, the proposed method has been evaluated using RESIDE (
[12]) dataset, containing 500 real-world hazy image with their respective haze-free images.
The objective and qualitative comparison of results have been presented in the following
subsections.

5.1 Evaluation of transmission

The quality of dehazing is controlled by accurate value of transmission. Hence, smooth
transmissions resulted using the proposed MBF is compared with DP, BR, FT, and CP on
NYU dataset.

Images shown in Fig. 3 have been taken from NYU dataset. Figure 3a is a haze-free
image and Fig. 3b is depth image of Fig. 3a. The haze has been added in Fig. 3a using (1)
with different values of y = {1, 1.5, 2}, and corresponding hazy images have been obtained.
The smooth transmissions have been estimated from these hazy images.

The MSE is computed to measure the accuracy of the smooth transmission. Table 1
shows the MSE obtained for the proposed, BR, CP and FT method. Best results are repre-
sented using Bold in Table 1. Table 1 depicts that the accuracy of the proposed transmission
improves with increase in haze density, and is better as compared to FT, CP, and BR. Hence,
we can conclude that the transmission estimated by the proposed method is more accurate
than the transmission computed by BR, CP, FT.

(a) Hazy Image (b) Depth Image

Fig.3 Selected images from NYU dataset
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Table 1 Comparison of smooth

transmissions on the basis of Method BR Ccp FT Proposed method
MSE

y=1 0.088 0.308 0.091 0.051

y=15 0.071 0.257 0.072 0.041

y =2 0.059 0.239 0.060 0.034

AVG. 0.073 0.268 0.074 0.042

The smoothness of the proposed initial transmission has been improved by adapted con-
textual regularization from [19]. The smoothness process terminates in 1 — 3 iterations
in comparison to method in [19], which requires more iterations. Initial transmission and
transmission obtained after each iteration(Itr) of contextual regularization for a hazy image,
are shown in Fig. 4. Initial transmission is shown in Fig. 4b, and transmissions after each
iteration are shown in Fig. 4c-e.

The proposed method obtains less detailed initial transmission as shown in Fig. 4b. Thus,
it requires only three iterations to improve smoothness of the initial transmission. Therefore,
the proposed method is computationally more fast than the method in [19].

5.2 The visual analysis and comparison

The four categories of hazy images (synthetic, real-world, challenging, and images with
man-made light) have been utilized to present visual results in Figs. 5, 6, 7, 8, 9 and 10.

For synthetic images: The dehazed images of synthetic image have been presented in
Fig. 5. The invalidity of DCP in [4] for Fig. 5 leaves residual haze (see Fig. 5b). The image
in Fig. 5c is over-saturated by [19]. Figure 5d and e proved that the methods in [27, 47]
obtains over estimated transmission. Method in [24] improves the transmission of objects
present at short distance (see newspaper in Fig. 5f). However, transmission at long distance
is over estimated, as observed in Fig. 5f. The accuracy of transmission by the method in [38]
is better than the methods in [4, 19, 24, 27, 47]. However, residual haze still exists in Fig. 5g.
The dehazed image acquired by the proposed method has more visibility than methods in
[4, 19, 24, 27, 38, 47], as presented in Fig. Sh. Thus, it proves that the proposed method
obtained accurate transmission for synthetic images than methods in [4, 19, 24, 27, 38, 47].

For Real-world Images: Figures 6, 7 and 8 presented results on real-world images.
Fig. 6 presented a comparison on outdoor images (which do not have sky-region), whereas
comparative analysis of hazy images having sky-region have been presented in Fig. 7. The
dehazed image having vibrant colors is shown in Fig. 8. In Fig. 6, visually pleasant result
has been computed by [4] (see Fig. 6b, which favors DCP). However, there exist halos in
Fig. 6b. The method in [19] extracts more details (see hairs of dog in Fig. 6¢) than [4].
However, dehazed image is little dark. Method in [47] obtained more dark results than

(a) hazy image (b) Initial T'r(z,y) () Itr =1 d) Itr =2 (e) Itr =3

Fig.4 Transmission in each iteration of regularization
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(a) Hazy Image

- _.'A)R.T

B\ é\~f‘:“‘f2

R |

oo -
(e) CN (f) IM (h) Proposed method

Fig.5 Visual comparison on synthetic hazy image

method in [19]. The method in [27] produced a little amount of saturation in Fig. 6e, which
indicates overestimation of transmission. The saturation is controlled by [24] in Fig. 6f.
However, method in [24] darkens hair of dog. Method in [38] over-brighten the image (see
white area around nose of dog in Fig. 6g) with less details. The proposed method produces
contrasted dehazed image with controlled brightness, and with more details (see Fig. 6h).
There is clear visibility in the non-sky region in Fig. 7b due to valid DCP. However,
method in [4] is incapable of removing haze from sky-region. The method in [19] improved
visibility of entire scene (sky as well as non-sky region) in Fig. 7c. However, it has less
visibility at long distance. Dehazed image shows less visibility in Fig. 7d as compared

(e) CN () IM (h) Proposed method

Fig.6 Visual comparison on hazy image without sky-region
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Fig.7 Visual comparison on hazy image with sky-region

to methods in [4, 19] because of inaccurate depth estimation. There is residual haze in
Fig. 7e due to wrong value of transmission by [27]. Method in [24] improved estimated
depth, which increased the visibility in comparison with [47] in Fig. 7f. However, the
obtained image in Fig. 7f is dark. The haze is removed at long distance by method in [38]
in Fig. 7g. But dehazed image is not visually pleasant. Better visibility is shown by the
image in Fig. 7(h as compared to [4, 19, 24, 27, 38, 47]. Hence, it indicates accuracy of the
transmission by the proposed method, compared to other methods.

Figure 8b presents the dehazed image obtained by method in [4], which has better visi-
bility. But it obtained fine visibility due to soft-matting which is computation intensive, and
method in [4] produce halos at depth discontinuity. Method in [19] obtains more fine results
with fast computation than [4] (see Fig. 8c). However it distorts color ( see stadium seat-
ing(stand) ). There exists residual haze in image shown in Fig. 8d, which proves that method
in [47] wrongly estimates the depth of scene. Method in [27] improves visibility in Fig. 8e.
However it also distorted the colors at long distance( see stadium seating). Result produced
by the method in [24] is little dark due to wrong depth estimation (see Fig. 8f). Method in
[38] increased contrast of dehazed image in Fig. 8g). However it distorted color (see color
of tracks) due to incorrect estimated transmission. The proposed method improved visibility
of whole image without distortion of color in Fig. 8h. Thus, it indicates that the proposed
method retrieves original colors with improved visibility.

For challenging images: Figure 9a presents hazy image with highly clustered objects
and illumination variation. This is a challenging hazy image. The method in [4] recovers
dehazed image with higher quality in Fig. 9b, but it shows darkness and halos. Method in
[19] has increased the darkness locally (see color of white canopy in Fig. 9c) due to over
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() FT (h) Proposed method

Fig.8 Visual comparison on hazy image with vibrant colors

(e) CN () M (g) FT (h) Proposed method

Fig.9 Visual comparison on challenging real-world hazy image with dense objects
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(b) DP (d) cp

(e) CN (H M (g) FT (h) Proposed method

Fig. 10 Visual comparison on hazy image with man-made light

estimated transmission. Method in [47] increased darkness in entire image due to inaccu-
rately estimated depth, as shown in Fig. 8d. Method in [27] reduced darkness, as shown in
Fig. 9e. However, it has not removed haze completely. Method in [24] removed haze com-
pletely, in Fig. 9f. However, it distorted the color (see color of black and pink T-shirt). The
method in [38] wrongly estimated transmission at depth discontinuity (color at top of head
of each person is too bright in Fig. 9g). Higher contrast dehazed image is computed by the
proposed method in Fig. 9h, which has less color distortion as compared to [4, 19, 24, 27,
38, 47]. Hence, the proposed method obtained accurate transmission for densely cluttered
objects with varying illumination.

For Image with man-made light: The process of transmission estimation is affected by
man-made lights. Therefore, Figl0 shows comparative dehazing results on an image with
man-made light. The method in [4] removed haze at short distance (see gray color boxes in
dehazed image in Fig. 10b). However, it over-brighten head-lights of train due to inaccurate
transmission and does not remove haze at long distance (see at orange bogie in Fig. 10b).
Method in [19] reduced over-brightness of head-lights, in Fig. 10c. But it distorted overall
color of image (blueish color of dehazed image) due to inaccurate atmospheric light. Orig-
inal colors are recovered by the method in [47] as compared to [19] (See Fig. 10d). But it
increased darkness of entire scene. Method in [27] is unable to remove haze in Fig. 10e.
Method in [24] produced black spots in Fig. 10f due to wrong depth. Method in [38] com-
puted a dehazed image, which is over-brightened and dark (see at upper left corner of
Fig. 10g). In Fig. 10h, the haze has been removed fully with increased visibility at long
distance (see at orange bogie in Fig. 10h), by the proposed method. The proposed method
computed dehazed image which shows contrast without any color distortion, in Fig. 10h.
Thus, it demonstrates the accuracy of the proposed method in comparison to method in [4,
19, 24, 27, 38, 47] for images containing man-made lights.

Figure 11 presents the comparison of the proposed method with recent methods in [23,
38] by using RESIDE dataset ( [12]), containing 500 real-world hazy images with varying
degree of haze and including bright objects (like man-made lights). Figure 11a and b present
haze-free and hazy images, respectively. The dehazed images obtained by using the methods
in [23, 38] and the proposed method, have been shown in Fig. 11c, d and e, respectively.
The method in [38] estimated wrong value of the transmission, resulting in over-brighten
dehazed images (with low value of ssim in comparison to method in [23]), as shown in
Fig. 11c and d. The proposed method achieved high value of ssim in comparison to the
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sstm = 0.87

Lo I, ssim = 0.58 ssim = 0.80 ssim = 0.86
(a) Haze-free Image (I,) (b) Hazy Image (I4) (¢c) FT (d) ADCF (e) Proposed method

Fig. 11 Visual comparison on images of RESIDE dataset. FT and ADCF represent methods in [23, 38],
respectively

methods in [38] and [23], as presented in Fig. 11e, indicating the ability of the proposed
method to recover original colors and structure of the dehazed image.

5.3 Objective analysis and comparison

The reference based and non-reference [35, 40] based performance metrics have been used
to measure the amount of visibility obtained by the dehazing methods.Metrics e and 7 have
been used as non-reference performance metric and described in [40]. Recovered edges are
measured by metric e. The average visibility in dehazed image is measured by metric 7. The
increased values of e and 7 represent quality of dehazing. Furthermore, unified effect of e
and 7 is obtained by metric Q, defined as:

Q=e+r7 11

Metric e, ¥ and Q have been shown in Table 2. These values have been obtained using
methods in [4, 19, 27, 38, 47] and the proposed method by using images in Figs. 5-10.
For Figs. 5, 6 and 10, the performance of the proposed method is better in comparison
to methods in [4, 19, 27, 38, 47] based on e, ¥ and Q as presented in Table 2. Methods
in [19, 38] computes higher 7 for Figs. 7 and 8 because of the over-brightening and over
color distortion, which is indicated in earlier discussion. Higher brightness obtained by the
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proposed method as in Fig. 8 without color distortion. Thus, the proposed method shows
better results than [4, 19, 27, 38, 47] for Fig. 8. Method in [38] yield high e for Fig. 9
in comparison to methods in [4, 19, 27, 47] and the proposed method due to inaccurate
transmission as discussed earlier. Still, the proposed method is better compared to other
methods due to better e, 7 and Q for Fig. 9. Thus, it proves accuracy and efficacy of the
proposed method.

Reference based metrics have been computed on NYU dataset [21]. Structural similarity
index (ssim), metric AE and Q,, have been used as the reference based performance metric
[15] to evaluate dehazing methods. Metric AE and Q, have been presented in [15]. Color
restoration capability of the dehazing method is measured by AE in the range [0(worst) —
1(best)]. Combined effect of ssim and AE is measured by metric Q,,. Higher is the value
of Q,, better is the quality of dehazing.

Further, visual quality is measured using quality correlate (Qc) [17, 18, 29]. The values
of metric Qc lies in the range [0(worst) — 100(best)].

Figures 12, 13, 14, and 15 shows values of metric Q., ssim, AE and Q, respectively on
35 images of NYU dataset. It can be observed that the proposed method surpassed methods
in [19, 24, 47] on the basis of metric Qc as shown in Fig. 12. Therefore, it infers that the
proposed method recovered better visual quality than the methods in [19, 24, 47].

The proposed method obtained high ssim in comparison to methods in [19, 24, 47] as
shown in Fig. 13. Thus, the proposed method is more accurate than methods in [19, 24, 47].

—BR—CP IM Proposed Method
70 ' ' ' ' ' '

(®))
o

Metric Q.
o
()

O 5 10 15 20 25 30 35
Image|k|

AN
o

Fig. 12 Comparison based on metric Qc on NYU images. Blue, red, green and purple curve represents the
value of metric Qc (for each kth image of NYU dataset with k = 1...35), obtained using methods in [19,
24, 47] and the proposed method, respectively

@ Springer



Multimedia Tools and Applications (2022) 81:5349-5372 5367

—BR CP IM Proposed Method

Metric ssim

O 5 10 15 20 25 30 35
Image|k]|

Fig. 13 Comparison based on metric ssim on NYU images. Blue, red, green and purple curve represents
ssim (for each k" image of NYU dataset with k = 1...35), obtained using methods in [19, 24, 47] and the
proposed method, respectively

The proposed method surpassed methods in [19, 24, 47] based on metric AE and Q, as
shown in Figs. 14 and 15.

Furthermore, average values of metrics Qc, ssim, AE and Q, for same images of NYU
have been presented in Table 3, which shows that the proposed method outruns in compar-
ison to methods in [19, 24, 47] on the basis of average value of Qc, ssim, AE and Q..
Therefor, it justifies that the proposed method recovers better visibility, improved brightness
with original colors.

Next, the proposed method has been compared with recent methods in [23, 38] on the
basis of ssim, by using 500 images of RESIDE dataset. Table 4 presents the average value
of ssim obtained by methods in [23, 38] and the proposed method. The best results high-
lighted in bold. It can be noticed in Table 4 that method in [23] is able to preserve structural
similarity compared to method in [38]. However, the proposed method is best in compared
to methods in [23, 38] on the basis of ssim. It proved the accuracy of the proposed method
in comparison to methods in [23, 38].

5.4 Comparison of computation time
The processing speed of the presented technique has been compared with the methods in [2,

4,19, 27, 34, 47] to prove its efficiency. Running time of methods in [2, 4, 19, 27, 34, 47]
and the proposed method is computed on MATLAB environment on images with different

@ Springer



5368 Multimedia Tools and Applications (2022) 81:5349-5372

—BR CP IM Proposed Method
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Fig. 14 Comparison based on metric AE on NYU images. Blue, red, green and purple curve represents A E
(for each k" image of NYU dataset with k = 1...35), obtained using methods in [19, 24, 47] and the
proposed, respectively

size. Google search engine has been used to the download images, which are then used for
evaluation. All methods comprise of regularization, image dehazing with filtering, airlight
computation, soft matting, and transmission estimation. To ensure fairness, methods are
executed 4 times on each image. Average time (in seconds) is computed, and presented in
Table 5. The some methods run out of memory during execution, which is represented by
symbol '—’ in Table 5.

The method in [4] shows high computation time in Table 5. Furthermore, it can be seen
that, computation time doubles with increasing size of the image, and physical memory of
the machine runs out for larger images due to soft matting, which is indicated by '—’ symbol.
The method of [34] used median filter, results into less computation time compared to [4].
However, computation time is increasing very quickly as image size increases. The method
in [19] is much faster than the method in [34].

The processing speed of the method in [27] is less for images with small size (such as
600 x 400, 800 x 600, and 1086 x 731) as compared to method in [19]. However, there is a
rapid increase in computation time for larger images. The method in [2] is slower than the
methods in [19, 47]. However, it is faster than the method in [27] for large size of image.

Computation time of [47] increases very slowly, as size of the images increases. This
indicates that the method of [47] is fast as compared to [4, 19, 27, 34], and [2]. But the
proposed method shows lesser computation time as compared to other methods because of
difference channel. The computation time of the proposed method is low due to accuracy of
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Fig. 15 Comparison of metric O, on NYU images. Blue, red, green and purple curve represents Q, (for
each k'" image of NYU dataset with k = 1...35), obtained using methods in [19, 24, 47] and the proposed
method, respectively

Table 3 Average value of QOc,

ssim, AE and Q, on first 35 Metric [19] [47] [24] Proposed method
images of NYU dataset

Qc 56.19 58.77 56.81 63.35

ssim 0.82 0.83 0.71 0.88

AE 0.85 0.80 0.78 0.87

Ou 0.84 0.82 0.75 0.88

Table 4 The comparison based -
on ssim using RESIDE dataset Metric [38] [23] Proposed method

ssim 0.70 0.74 0.80
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Table 5 Comparison of computation time(Seconds) [38]

Resolution [4] [34] [19] [47] [27] [2] Proposed method
600 x 400 24.56 4.73 1.95 1.67 1.85 2.05 0.836

800 x 600 48.59 19.32 4.16 3.04 3.66 4.40 1.626

1086 x 731 85.60 41.71 6.82 4.43 547 7.74 2.759

1600 x 1200 - 226.88 14.59 10.33 412.78 18.55 6.670

2048 x 1536 - 664.43 28.04 16.88 1363.52 131.51 12.236

initial estimated transmission, which is achieved by direct estimation of D,,. The proposed
method shows a slow increase in computation time with size of image. Hence, it depicts
efficiency of the proposed method.

6 Conclusion and future work

The difference channel is estimated using MBE. MBF is computed using a novel lin-
ear model. LR method is used to learn the parameters of the linear model. Robustness,
efficiency and usefulness of the proposed work is demonstrated by objective and visual anal-
ysis. Objective survey is conducted using the metrics such as e, ssim, 7, Q, Qc, AE and
Q. The proposed method shows contrasting results in comparison to methods in [4, 19, 24,
27, 38, 47] with faithful colors. Accuracy is demonstrated by M SE. Although, the transmis-
sion rate of the proposed method is fast, but it over-brightens the bright objects of the scene.
Thus, a method to control transmission rate is essential. In future, focus will be on this
issue.
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