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Abstract
Sign language (SL) is the best suited communication medium for hearing impaired people. 
Even with the advancement of technology, there is a communication gap between the hear-
ing impaired and hearing people. The aim of this research work is to bridge this gap by 
developing an automatic system that translates the speech to Indian Sign Language using 
Avatar (SISLA). The whole system works in three phases: (i) The first phase includes the 
speech recognition (SR) of isolated words for English, Hindi and Punjabi in speaker inde-
pendent environment (ii) The second phase translates the source language into Indian Sign 
Language (ISL) (iii) HamNoSys based 3D avatar represents the ISL gestures. The four 
major implementation modules for SISLA include: requirement analysis, data collection, 
technical development and evaluation. The multi-lingual feature makes the system more 
efficient. The training and testing speech sample files for English (12,660, 4218), Hindi 
(12,610, 4211) and Punjabi (12,600, 4193) have been used to train and test the SR models. 
Empirical results of automatic machine translation show that the proposed trained mod-
els have achieved the minimum accuracy of 91%, 89% and 89% for English, Punjabi and 
Hindi respectively. Sign language experts have also been used to evaluate the sign error 
rate through feedback. Future directions to enhance the proposed system using non-manual 
SL features along with the sentence level translation has been suggested. Usability testing 
based on survey results confirm that the proposed SISLA system is suitable for education 
as well as communication purpose for hearing impaired people.
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1 Introduction

Communication is considered as one of the ways for human beings to convey messages, 
express their feelings, ideas and information with other persons. Verbal/Vocal communica-
tion and Non-verbal/Non-vocal communication are the two categories of communication 
mode. Verbal communication is a type of oral communication wherein the message is con-
veyed through spoken words and thus known as speech communication. Non-verbal com-
munication conveys the message without written or spoken words. Especially, hand move-
ments are used to perform a gesture in non-verbal communication. Speech is understood 
through the power of hearing but due to various types of accidents and injuries, there is an 
increase in the number of physically disabled people at the early age of birth. The hearing 
power loss occurs due to the lack of perceiving the sound elements such as pitch, loud-
ness, timbre and frequency of the sound [23]. Due to hearing impairment some people are 
unable to listen to speech (completely or partially), so they use sign language for commu-
nication. Juan Pablo de Bonet published the first manual alphabet book in 1620 that helps 
to learn sign language [49, 114]. But hearing people are not familiar with sign language 
and they are unable to understand the sign gestures. There are around 500 schools available 
in India for hearing impaired people, which are less in number as compared to the hearing 
impaired population [90].

Sign language interpreter plays a significant role to bridge the gap between hearing 
impaired and hearing people. Bi-directional communication in the machine translation, 
system comprises of two sub-systems: (i) receives the speech or text as input and gener-
ates the corresponding gesture as output, (ii) captures the gesture as input and generates the 
text or speech as output [8, 84]. As per Ethnologue 2019, there are 7111 spoken languages 
and near about 200 sign languages in the world [3, 45]. Approximately 6 million hearing 
impaired people are living in India [90]. This is also one of the assumptions that if the 
communication barriers are removed for the hearing impaired in the education system, they 
should learn at the same rate as hearing students learn [68].

1.1  Automatic speech recognition

Research on Automatic speech recognition (ASR) has drawn a lot of attention over the 
last five decades and therefore the development of its applications is quite optimistic [87, 
92]. ASR is the process that analyzes the audio signals (produced through microphone or 
audio file), extracts the sound features and then generates the text as a result. Every spoken 
word is divided into segments and every segment is further composed of several formant 
frequencies [103]. A formant is a spectral shape that results from an acoustic resonance 
of the human vocal tract. Every formant has its bandwidth and amplitude. Feature extrac-
tion techniques such as MFCC, LPC, PLP are used to extract feature vector from the input 
sound. Speech has featured in both the time domain and frequency domain. In time-domain 
various features are energy of the signal, short-time zero-crossing rate, maximum ampli-
tude, minimum energy and autocorrelation. The frequency-domain feature is Short-time 
Fourier transform, Wideband spectrum, Narrowband spectrum [22, 66]. Observation is 
stored in acoustic vector and decoded using Hidden Markov Model (HMM). The likeli-
hood is decided by an acoustic model and a language model. The acoustic model supplies 
the possible phonetic sequence for a word and language model to make a sentence based on 
the n-gram model.
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1.1.1  Classification of ASR systems

ASR systems are classified based on the types of speakers, utterances and vocabulary 
size. According to speaker variability, ASR system is divided into three types: speaker 
dependent, speaker adaptive and speaker-independent [53, 117]. Speaker dependent 
speech recognition systems work well only for those users whose audio recordings are 
used earlier to train the system. As per the named speaker adaptive, these types of sys-
tems have the features to adopt new users even if the model is trained with limited data 
and limited users. Google speaks, Siri, Microsoft Cortana are the important examples of 
the present day’s automatic speech recognition system.

These systems are trained with a high volume of data and require remarkably high 
configuration resources to train the system. Speaker independent automatic speech rec-
ognition systems work for every user whether their voice is used during the training 
process or not. Based on vocabulary size ASR systems are divided into four categories:

• Small: corpus contains 1-100 unique words
• Medium: corpus contain 101-1000 unique words
• Large: corpus contains 1001-10,000 unique words
• Very Large: more than 10,000 unique words

Based on pronunciation, ASR systems are classified into four categories: isolated, 
connected, continuous and spontaneous. It is easy to extract the features for isolated 
words because these words are pronounced with a silence both at the start and end of 
the speech. When words are joined and pronounced with little pause/silence, they are 
categorized as connected words. It is a natural form of human speaking and it is difficult 
to recognize properly. In this type of speech, human speaking continues like a complete 
sentence. Spontaneous speech is optimal for human-human communication but it is dif-
ficult for machine translation. Spontaneous speech includes duplications, faltering and 
incomplete vocabulary.

1.1.2  Speech recognition models development tools

There are various tools available to train the new speech recognition models rather than 
building a new tool from scratch. The training process requires raw data as prescribed 
by the given tool. The most preferable open-source speech recognition tools and their 
supported programming languages are listed below:

• Kaldi [110]: C++, Python
• DeepSpeech: Python, JavaScript, Go, Java,. NET
• CMU Sphinx [1, 40, 93, 100]: Python, C, Java
• HTK [75, 97, 99]: C, Python
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1.1.3  Challenges for the development of speech recognition model

• Contextual difference: homophone words such as “Son” and “Sun”, “write” and 
“Right” are almost the same in English (Indian) pronunciation but are different from 
their meaning [17, 58].

• Style variability: fluency of speaking style affects the information available in both time 
domain and frequency domain of speech signal [57, 67].

• Language Model: In machine learning, speech recognition system works only for the 
spoken language that is used to build the model

• Speaker dependency: Speaker independent ASR models are difficult to build because 
number of variations exist in speech signals due to diversity of age group, gender, pitch 
and tone. [57, 109].

• Background noise: Inclusion of extra audio signals such as construction activity, Bark-
ing dog, music, noisy conflict nearby and horns also affects the system and degrades the 
accuracy level of speech recognition [28].

1.2  Sign language

Sign language or gesture language is used to share information between source and 
sender in the same way the other spoken languages are used. It is a complete visual 
mode of communication and understood through the vision power rather than the hear-
ing power. Each sign language has the following phonological features: handshapes, 
location of hand, movements body parts (specially hands) and facial expressions.

Sign language is the third most used language in the United States and the fourth 
most used language worldwide. Indian sign language (ISL) is the native language of the 
Indian Deaf community. Hearing impaired people use ISL as the primary form of com-
munication in their daily lives. Sign Language has its own syntax and grammar struc-
ture to perform a gesture corresponding to spoken word [23]. Figure 1 displays the hier-
archy of ISL types based on various parameters.

Fig. 1  Hierarchical division of 
Indian Sign Language
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• Manual Sign: Hand(s) shape, motion and location parameters are included in man-
ual signs. These signs are performed with a single hand or with both hands but do 
not include extra information about emotions. ISL numbers, fingerspell words and 
alphabets are the common examples of manual signs.

• Non-Manual: Non-manual gestures include shoulder-shrugging, bending body, 
movement of body, eyes, eyebrows, cheeks and mouth features with or without 
hand gestures. For example (happy, खुश, ਖੁਸ਼), (bed, ਪਲੰਗ, बिस्तर) words include 
facial expression along with manual sign in ISL.

• Single-hand Sign: Includes only a single dominant hand to perform a gesture of 
sign alphabet or word. For example, a sign of numeric numbers from 0 to 9 using 
only a single hand and after 9th number, the signer has the choice to use the same 
dominant hand or both hands for two or more digits. The dominant hand is the most 
commonly used hand in daily life activities such as eating, writing as well as doing 
other tasks. It is used to perform single-hand signs, two-hand symmetric signs and 
two-hand asymmetric signs.

• Two-hand Sign: Sometimes the single hand is not sufficient to explain the prop-
erties of a particular word. In that case, both the hands are used to perform the 
gestures. For example, word (bottle, ਬੋਤਲ, बोतल), (hut, ਝੋਂਪੜੀ, झौंपड़ी), (baby, ਬੱਚਾ, 
बच्चा).

• Tow-handed symmetric signs are performed with both the hands either simultane-
ously or alternative but the handshape, movement and location must be the same 
for both.

• Two-handed asymmetric signs are performed with the help of both hands where 
dominant hand (right) performs the key role of gesture and passive hand (left) 
serves as base or helper.

1.2.1  Various notation systems

A notation or script is a set of symbols, shapes or characters used to make a writing 
system visible. On the other hand, sign language does not have any standard written 
form. An earlier method of writing a sign language has been developed by William 
Stoke in 1960 specifically for American sign language. Stokoe is a phonetic notation 
system based upon three major parameters: (i) hand location, (ii) handshape and (iii) 
hand movement [33, 46, 61]. Valerie Sutton has developed the SignWriting notation 
system which includes both manual and non-manual features of a sign gesture. Sign-
Writing notation system is a group of more than 630 symbols which are collectively 
written in the pictorial form [6, 13, 71]. An incredibly useful tool JSPad has been 
developed to write and generate SignWriting signs for the Japanese Sign language 
[71]. HamNoSys notation is most widely used for research purposes and animate 
gestures with a 3D avatar and recently used to develop text to Sign language transla-
tion [25, 41, 108]. HamNoSys stands for the Hamburg Notation System which was 
developed in 1984 by Thomas Hanke at the University of Hamburg [33, 46, 47]. The 
first version has been updated many times with the inclusion and exclusion of various 
symbols in the notation system. Currently, HamNoSys - 4.1 is available that supports 
manual and non-manual sign notations having around 230 symbols. Gloss is another 
notation system that is purely written in simple words [7, 69, 114].
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2  Objectives of research work

So far, most of the work has been done for text to sign language but less work has been 
concentrated on multi-lingual speech to the ISL translation system. It is the first automatic 
machine translation system that supports multi-lingual speech as input which is further 
converted into ISL. However, speech recognition models are designed only for spoken 
isolated words in English, Punjabi and Hindi language. The focused area of the proposed 
research is to build an automatic machine translation system for the conversion of speech 
to Indian Sign Language using Avatar (SISLA). The objectives of research work are listed 
below:

 (i) To develop a Hidden Markov Model (HMM) based speech recognition models for 
three different languages (English, Punjabi and Hindi).

 (ii) To generate an ISL corpus for at least 400 words in each language using HamNoSys 
notation system.

 (iii) To convert a recognized word into a sign language notation system using markup 
language (SiGML) that provides effective machine translation of sign gestures over 
the web platform.

 (iv) To represent an ISL gesture animation in 3D view space that provide  3600 view 
rotation of signing avatar.

3  Related work

Nowadays, speech is not only limited to text conversation [40, 79, 99] but also applicable 
in a variety of machine interactions such as security purposes (device access restriction 
[79, 87], alert systems [20, 59, 94], content search [50], dynamic video caption [34, 35]) 
and translation systems (speech to text, speech to another language).

An interactive speech to sign language translation system named as TESSA (Text and 
Sign Support Assistant) has combined speech recognition technology and virtual avatar 
animation for the communication system in the UK Post office. It has used two approaches: 
The first one is phrase lookup and the other one is Sign-Supported English (SSE) to trans-
lated clerk’s speech into British sign language [21, 115]. SASL-MT (South African Sign 
Language Machine Translation) project has been developed to bridge the gap between 
hearing and hearing impaired people living in South Africa [112]. This system has pri-
marily focused on the generation of gestures using non-manual features. INGIT (a San-
skrit word) is a small domain corpus that has been implemented to translate Hindi text to 
ISL. Gloss string is generated after syntactic and semantical analysis with Fluid Construc-
tion Grammar (FGC) [43]. ATLASLang machine translation system makes use of sign-
ing avatar to translate Arabic text to Arabic sign language. A morpho-syntactic analysis is 
performed based on rule-based and example-based approaches for the input sentence and 
displays the sequence of sign language gif images [16]. A virtual keyboard is designed to 
translate an Arabic sentence into Arabic sign language in the form of sign images [4].

Audio-Visual media content is easily shared through Digital television (TV) and its 
useful for all types of users [95]. A TVML (Television program Markup Language) 
script has been used to develop a new 3D avatar for the Television program. Optical 
motion capture technology is used to generate the 4900 sign word [42]. A quite different 
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wearable device VisAural is developed for hearing impaired-people which show the 
direction of sound source [30]. Web-based e-learning system has been developed in the 
context of education for hearing impaired people. The system focuses on the research 
to translate English text into Pakistani sign language [24]. Spanish speech to Spanish 
sign language translation system focuses on the sentences related to the purpose of 
applying or renewing the identity cards in the office. System decodes spoke utterance 
into a sequence of words which are further processed by a natural language translator. 
To generate a Spanish sign gesture, 3D avatar (VGuido) is used which uses SiGML 
script file as the sequence of gesture parameters. Automatic speech translation system 
has been trained using Hidden Markov Model with 416 sentences and more than 650 
words. From a voice sample, 13 perceptual linear prediction coefficients are derived 
from a Mel-scale filter bank. The analysis has been carried out as per semantic concepts 
of words and signs rather than a translation of words and signs directly. In restricted 
domains, the rule-based strategy provides better results and statistical models need a 
high volume of data for the training process [96]. A novel approach for assisting hearing 
impaired people effectively has been proposed where a bidirectional dialogue enabled 
virtual agent system has been developed. The system supports the functionality of both 
speech-to-text and text-to-speech [60] conversions.

Suvarna et  al. has proposed a rule-based machine translation system for Marathi lan-
guage to ISL translation that support both text and speech input [10]. Nayan et  al. has 
developed a machine translation system for Indian Sign Language (ISL) using Gallaudet 
University’s database [73]. The proposed system has been divided into two sub-sections: 
(i) display video captions in English language, (ii) second section plays a 3D avatar video 
for English words. Navroz and William have presented a review study about the machine 
translation of text to sign language and highlights the benefits and importance of the 3D 
synthesis sign gestures [39]. A hybrid approach for synthesis sign has been proposed to 
create a synthetic sign gesture using 3D avatar. In this technique motion capture data of 
French Sign Language is used to generate new synthetic signs [81]. Research work offers 
the dual-mode of communication using Microsoft Kinect v2 device for hearing impaired 
people. Sign language to speech and speech to sign language with a 3D animated avatar 
along with the subtitles have been proposed [2]. State-of-the-art speech technology for live 
subtitle system has been designed for public service to be broadcasted in the Czech Repub-
lic Television [89]. Bangla speech to sign language translator has been developed using 
CMU Sphinx tool and macOS. The spoken word is broken down into chunks of frames 
which are phonetically identified based upon their feature vector. The acoustic and lan-
guage models decode the words available in the trained model’s dictionary. In the last step, 
images of sign language are displayed corresponding to the recognized Bangla text [100]. 
A context-based machine translation system for Tamil speech to ISL has been implemented 
using the CMU sphinx toolkit. Priyanka and Arvind have used an avatar approach to dis-
play the sign gesture corresponding to a spoken phrase [90]. A real-time speech to sign lan-
guage prototype has been proposed over the webserver to facilitate the Hearing impaired 
community through smartphone video streaming. CMU PocketSphinx 4 toolkit is used to 
recognize English spoken words to English text in the mobile device. To generate a lan-
guage model, the SRI Language Model (SRILM) tool is used. Phonetically Tied Mixtures 
(PTM) having 5000 senones and 128 mixtures acoustic model is used to provide better 
decoding speed and accuracy in low processing power devices [86]. Real time note taking 
assistance in the classroom for hearing impaired people has been proposed using Microsoft 
speech recognition utility application. Valanarasu has used the dictionary building software 
tool to add a custom dictionary in speech recognition [52].
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At present, the number of social and networking sites such as Twitter, Facebook and 
Instagram have grown rapidly for various communication purposes [111]. Various authors 
performed text analysis on the test data collected from these websites for the research 
purpose and presented different predictions such as personality predictions, happiness, 
well-being, emotion mining and opinion mining [102, 107]. But in sign language there is 
less content available for the research and thus this domain needs much more attention. 
ViSiCAST text to 3D animation of sign language system performs translation from spo-
ken language to three distinct national sign languages: British Sign Language, Dutch Sign 
Language and German Sign Language [26]. SignDict is an OCR based text to ISL applica-
tion that has been built for the mobile operating system. Video-based sign language data-
set developed by Indian Sign Language Research and Training Center (ISLRTC) has been 
used in this application [38].

Limitation of Nayan et al.’s work is analyzed for text to sign language as the system gen-
erates the static animated video signs. This is a time consuming process to modify the sign 
language parameter after exporting the sign video [73]. The research work of Lucie et al. is 
limited to the phonological components (hand shape, hand location and hand movement) 
[81]. After reviewing the past systems, using CMU Sphinx for creating the language model 
has been proven to be the most efficient approach.

4  Contribution

SISLA is a web-based language translator which aims at the translation of isolated spoken 
words into Indian Sign Language (ISL). In order to achieve the objectives of this study, the 
key contributions of this research work are listed below:

1. Created a speech corpus for English, Hindi and Punjabi spoken language.
2. New models have been trained for speech to recognize spoken isolated word in all the 

three languages.
3. HamNoSys notation system has been used to generate synthetic corpus for ISL.
4. Implemented a system to automatically translate speech into ISL using 3D avatar.
5. Comparative analysis of developed system with other existing machine translation sys-

tems for sign language.

5  Proposed system

An attempt has been made in this research work to develop a multi-lingual speech recogni-
tion system that converts a speech into the corresponding ISL. The flowchart of the pro-
posed system is displayed in Fig. 2.

The speech processing task is divided into two functional stages: feature extraction and 
the decoding stage.

(i) Feature extraction: The different steps involved in the pre-processing stage are as fol-
lows: voice input, where data is processed through a microphone, Pre-emphasis, where 
the speech signals are improved, Frame Blocking, where the speech signals are divided 
into several subunits and Windowing, where the signal discontinuities are minimized. 
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A fundamental problem of speech processing is to characterize audio waves in terms 
of speech signal models.

Speech signal models provide us the theoretical description of audio signal processing 
to produce the desired output. Pre-emphasis of audio signal processing boosts the amount 
of energy in the high frequencies; Thus, the recognizer gets more formants for the acoustic 
model. Voiced signals such as vowels (English: a, e, i, o, u; Hindi: अ, आ, इ, ई, उ, ऊ, ऋ, ए, 
ऐ, ओ, औ; Punjabi: ਅ, ਆ, ਇ, ਈ, ਉ, ਊ, ਏ, ਐ, ਓ, ਔ) have higher amplitude than consonants. 
Also, the noise has higher energy as compared to the vocal sounds. In the pre-emphasis 
phase, the noise reduction is done with the help of following equation:

In the above equation y(n) is the output function and the typical value of filter constant α 
is between 0.9 < α < 1 which takes the derivative in the time domain from n to n-1 sample.

Another reason to use pre-emphasis is that the numerical values of the low-frequency 
signal tend to change slowly or seamlessly from sample to sample. Thus, the high-fre-
quency signal changes rapidly which provide the best comparison between two samples.

In the next step each x(n) speech signal is divided into 20 ~ 30 ms frames of N sam-
ples and the adjacent frames are separated by M samples where M < N. Typical values of 
M = 100 and N = 256 are chosen to get sufficient information from small frames. The first 

(1)y(n) = x(n) − 𝛼x(n − 1)

0.9 < 𝛼 < 1

Fig. 2  Flowchart of proposed 
SISLA
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frame consists of first N samples, the second frame overlaps N - M samples, the third frame 
overlaps N - 2 M samples and continue until the input speech is processed completely. To 
minimize the signal discontinuity at the beginning and end of each frame, the windowing 
step is performed. Hamming window is used as depicted in the following equation:

In the above equation y(m) is the output signal function, x(m) is the input signal and 
wn(m) is the window function where m is 0 ≤ m ≤ Nm − 1 and Nm stands for the number of 
samples within each frame. The window function is defined as:

Computation of Discrete Fourier Transformation (DFT) is done using a Fast Fourier 
Transformation (FFT) function that converts the power spectrum of window data into a 
frequency spectrum. Following equation for Fourier Transform is followed on the given set 
of Nm sample defined as:

Warp the DFT output to the Mel-scale: Mel is a unit of pitch such that the sounds which 
are perceptually equidistant in pitch are separated by the same number of mels. Mel filter 
bank is computed from the following equation.

 (ii) Decoding process: In the decoding phase, computation is performed to find the 
sequence of words which is a most probable match to the feature vectors. HMM 
is defined as a tool comprising of a finite set of states and transition probabilities 
at a regular time interval. Every state in HMM has a probability outcome which is 
distributed between 0.0 to 1.0. The probabilistic pattern is defined to match the word 
which is based on probability sequence of observations in HMM as:

These are the observations obtained from the feature vectors generated by a feature 
extraction process using MFCC as already discussed in the previous section. Speech recog-
nition is predicted in HMM using the following equation:

For this step, three important components must be present; an acoustic model for each 
unit (phoneme or word), dictionary file containing words and their phoneme sequences and 
a language model with words or word sequences likelihoods. Figure 3 illustrates the above-
mentioned equation and basic decoding architecture of HMM.

During the training process, it is the most challenging task for the HMM to fine-tune the 
model parameter that maximizes the likelihood of the observation sequence. There is no 
optimal way for this problem but the re-estimation of the HMM parameter helps to opti-
mize the probability.

(2)y(m) = x(m) ∗ wn(m)

(3)
w(m) = 𝛼 − (1 − 𝛼) cos

2𝜋m

N−1

0 < 𝛼 < 1

𝛼 = 0.54 for Hamming window

(4)xn =
∑Nm−1

m=0
xne

−j2
�km

Nm

(5)Fmel = 2595log

(

1 +
FHZ

700

)

(6)O = O1,O2,O3,O4,………On

(7)P(W|O) =
P(O|W) ∗ P(W)

P(O)
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In the Forward algorithm approach, input is divided into sub-sequence of states, then 
the probabilities are computed and finally store them in a table for later use. The probabil-
ity of a larger sequence is obtained by combining the probabilities of these smaller sub-
sequences. There are several paths through the hidden states in the HMM that provide the 
possible sequences. Once the speech recognition model is trained successfully, a trained 
model is able to connect with the developed system.

5.1  Sign language processing

Images do not provide sufficient information about sign gestures thus hearing impaired 
people prefer to use sign video representation rather than sign images. While the contents 
are being shared over the web, the videos need a high speed internet connection and larger 
storage space [88]. Image capturing cameras and editing software are required for captur-
ing and modifying the sign gesture image. The same video recorder and distinctive feature 
software are used to create or edit sign gesture video data. Pre-recorded 3D-animations 
require special software (Maya, Blender, 3D-Max) that supports the keyframe editing of 
animation components (bone joints) [9, 19, 42, 54, 74, 104]. Sometimes motion capturing 
hardware is required to generate animations [63].

Synthetic animations require specific scripting font and tool that render the 3D avatar. 
Sign language script notation with a 3D synthetic animation scheme is selected for SISLA 
which is a satisfactory solution for hearing impaired people as suggested in previous 
research [18, 37, 44, 51]. Figure 4 displays the comparison of various approaches for sign 
language representation through web service. The ranking between 1 to 5 has been used to 
generate the results whereas:

• For storage: 1 represent high volume and 5 as low
• Modification: 1 represents the extremely low possibility and 5 as easily acceptable 

changes
• Gesture details: 1 represents the low information and 5 clearly explains in 3D view 

space
• Internet Bandwidth: 1 shows the high-speed requirement and 5 as a low transfer rate

Fig. 3  Basic decoding architecture of HMM
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As per survey, the results show that the synthetic animation approach is best suited for 
large corpus of Indian sign language. One more concern for selection of synthetic anima-
tion approach is easy editing and correction of gesture parameters. For synthetic animation 
approach, an intermediate writeable notation system is required. Table 1 shows the com-
parison of most commonly used notation systems. After an analysis, it has been observed 
that HamNoSys is best suitable to represent gesture animation synthetically in association 
with SiGML markup language.

6  Methodology

This section explains the methodology used for building the proposed system and dis-
cuss the experimental results. Figure  5 displays the modules and sub-modules of or 
methodology.

The methodology is divided into four major modules: requirement analysis, data collec-
tion, technological development and evaluation.

Fig. 4  Comparison of sign language gesture representation schemes

Table 1  Comparison of commonly used sign language notations

Feature parameters Stokoe SignWriting HamNoSys

Year of development 1965 1974 1985
No of Symbols 55 639 230+
Manual Sign Yes Yes Yes
Non-manual sign No Yes Yes
Way of writing Linear

Left to right
Pictorial Linear

Left to right
Font Name Stokoe tempo font ISWA font HamNoSys Unicode font
Level of Difficulty Difficult Easy Medium
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6.1  Requirement analysis

This section describes the process of analyzing the major needs of hearing impaired users 
concerned with the development of SISLA machine translator system. SISLA helps to 
bridge the communication gap between hearing impaired and hearing people. The section 
is further divided into two sub-sections: user requirements and technical requirements.

6.1.1  User requirements

According to the World Health Organization, around 360 million people are hearing 
impaired in the world [5]. Hearing impaired and hearing people have a major gap between 
their source of communication [24, 74]. A major reason for the communication barriers is 
that majority of hearing impaired users are illiterate [11, 27, 69, 80, 85]. To overcome the 
communication gap between the hearing impaired and hearing people there is an urgent 
need of translator(s) [62, 77]. Human translators are available only in major public areas or 
people hire translators as per their needs.

But sometimes human translators are unable to fill the communication gap due to geo-
logical distance, language variability, lack of ability, or absence of faith [31, 56, 64]. As 
per the World Federation of Deaf (WFD) survey in 2009, there are 13 countries that do not 
have any provision of sign language interpreters [11, 29]. The World Wide Web resources 
are considered to be the important tools and their demand is increasing with time [23]. But 

Fig. 5  Methodology used for the 
development of SISLA
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there is a lack of web resources related to learning and translation in sign language [9, 14, 
24, 70, 78, 116]. To overcome these limitations machine translator is required [16]. SISLA 
translator is the first one to overcome the gap in the context of education and communica-
tion for hearing impaired people. All these aspects and support need to generate innovative 
technologies to develop automated translation systems to convert this information into sign 
language.

6.1.2  Technical requirements

The previous section discussed the user’s requirements for the development of SISLA. In 
technical development, there are some factors like performance, reliability and availability 
that SISLA must achieve a minimum threshold value to complete the research work. The 
main assumption imposed by the proposed system is to include isolated words as input in 
all the three languages: English, Punjabi and Hindi. The following technical requirements 
are defined to measure the quality of the system:

• ASR system must accept speech input directly in English, Hindi and Punjabi language.
• Sign language gestures should be in a synthetic 3D animation scheme.

6.2  Data collection

This section focuses on the construction and evaluation of the speech corpus in audio for-
mat for English, Hindi and Punjabi languages along with the sign language content for syn-
thetic animations. To develop the SISLA, a list of commonly used words has been selected 
for all the supported languages by considering various categories (such as numerical count-
ing, days name, months name, fruits, colors, body parts and vegetable names). Speech data 
has been collected from different speakers and sign language data has been prepared using 
different online as well as offline resources mentioned in the next sub-section. This section 
is divided into four sub-sections where the first two are related to the collection of data, the 
third elaborates the filtration of data and the last sub-section analyzes the statistics of the 
final corpus.

6.2.1  Audio data

Accuracy of speech recognition system is affected by variability in speakers, gender and 
environmental conditions. To attain a robust trained speech recognition model, big corpus 
of transcribed speech data is required. In the proposed system, speech corpus has been cre-
ated in English, Hindi and Punjabi language from a variety of speakers. Every unique word 
has been recorded from around 100 speakers. Smart recorder android phone application 
plays a vital role during the recording phase. This application has features like auto gain, 
noise reduction and wav format audio file. Commonly used words such as numerical count-
ing, days name, months name, fruits, colors, body parts and vegetable names have been 
selected for audio recording.

6.2.2  Sign language data

ISL gesture generation system has been developed that’s includes a detailed description 
of sign language. There is no such standardized corpus available for ISL [106]. So, the 
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corpus has been created with the help of experts working in Patiala School for the Deaf 
(Punjab, India), sign language books and from other authentic web sources. ISL corpus of 
daily used words (same already recorded for ASR) has been captured in HD (high defini-
tion) video format using Canon mark-II video recorder. A detailed description of the sign 
has been written in text format for later use in synthetic corpus. The same gesture has been 
recorded iteratively to include sign gestures from different view angles.

The video resources prepared by ISLRTC (Indian Sign Language Research and Training 
Centre), RKMVERI (Ramakrishna Mission Vivekananda Educational and Research Insti-
tute) and talking hands has been considered during the generation of ISL corpus. Study 
material shown in Fig. 6 has been taken from the two different Punjabi books: ਪੰਜਾਬੀ ਸੰਕੇਤਕ 
ਭਾਸ਼ਾ ਭਾਗ - 1, ਪੰਜਾਬੀ ਸੰਕੇਤਕ ਭਾਸ਼ਾ ਭਾਗ - 2 that has helped us to understand and develop syn-
thetic sign gestures for ISL.

For perfect translation and synchronization of English, Punjabi and Hindi language, 
Oxford dictionary has been followed that provides the content translation from English to 
Punjabi and Hindi language along with grammar description (parts of speech tag) of a par-
ticular word.

6.2.3  Filtration of data

Speech signals are classified as voiced and unvoiced [66]. Voiced signals are produced 
when vocal cords vibrate during pronunciation (e.g., ‘a’, ‘b’). Unvoiced signals are non-
periodic and are produced when air passes through the vocal tract during consonant spo-
ken. In human beings, changes in size and shape of the oral cavity by the movement of 
articulators (jaw, tongue, lips) produce different sounds. Data filtration is required before 
training a speech recognition model [72]. A freeware “NCH wavepad” and “Audacity” 
window applications has been used to edit audio files and break down the audio file into a 
group of approximate 5-6 words. These softwares have features like: gain and pitch control, 

Fig. 6  Samples of the ISL gestures from books
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silence and normalization of speech signals. The average length of 15 s for each sample file 
has been used, which supplies optimal performance of machine during training because the 
longer length of audio file degrades the system performance. Each audio file is recorded in 
wav file format with 16,000 sample rates.

6.2.4  Dataset description

This section shows the statistics of both speech and sign language corpus that have been 
included in this study. To create a robust speech recognition system, various parameters 
such as variability in age, gender, geographical area, environmental conditions have been 
examined while preparing speech data. Speech data is unbiased, both male/female along 
with different age group speakers have been selected. After filtration and processing of 
data  425 (English), 413 (Hindi) and 407 (Punjabi) unique words have been selected to 
build ASR models for SISLA development. Table  2 shows the detailed description of 
speech corpus in more detail.

Each audio sample has maximum 5 words and each word is separated with aver-
age ~ 300 ms silence between two consecutive words. Total sample data is divided into 75% 
for training and 25% for testing. So, two separate training and testing sets have been pre-
pared that contains English (training: 12660, testing: 4218), Hindi (training: 12610, test-
ing: 4211) and Punjabi (training: 12600, testing: 4193) sample files.

In the second part of this section, we have presented the sample(s) taken from 425 
unique words selected from the following categories: Calendar, Family and Relation, Food, 
Countable, Animals, Health, Colors, Religion, Education, Emotions and Feelings, Sports, 
Interrogation, Popular Items, Other Words. The figures (Fig.  7a–c) displays the random 
words selected for the implementation of proposed system and their corresponding ISL 
synthetic corpus is prepared using HamNoSys.

6.3  Technological development

A multi-lingual ASR system, language translator and synthetic animation scheme have 
been integrated into a web-based application. SISLA has the feature to accept input in two 
types: (i) multi-lingual speech and (ii) multi-lingual text. The system has been developed 

Table 2  Description of audio 
data prepared in this study

Parameters Values

Audio file format Extension: .wav extension
Bitrate: 16 bits
Sample rate: 16 kHz
Channel: Single (Mono)

Number of Speakers 100 (50 Male, 50 Female)
Age Group 6 – 55 years
Number of Total Samples 16,878 English

16,821 Hindi
16,793 Punjabi

Average file size 200 KB
Average file length 6 Seconds
Corpus Size in Memory ~ 3 GB
Corpus Size in Time ~ 28 Hours
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using ASP. net along with the C# programming environment. In the proposed algorithm 1, 
an audio file has been used as the input data and then initialize stream speech recognizer to 
get result in an array. The stream speech recognizer translates the audio data to bit-stream 
and then decodes the audio data to textual results. A recognizer array stores the results pro-
vided by the speech recognizer. In the end of algorithm, plain text results have been stored 
in the resultant array. The proposed algorithm for speech to text conversion is listed below:

Fig. 7  a List of English words selected randomly from SISLA. b List of Hindi words selected randomly 
from SISLA. c List of Punjabi words selected randomly from SISLA
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6.3.1  User Interface

SISLA is a multi-lingual ASR where translation into an ISL system has been developed for 
performing the input and output operations in a user-friendly manner. Figure 8 displays the 
implemented SISLA system supporting English, Punjabi and Hindi language as input and 
generates 3D animation of ISL using HamNoSys script.

The developed system allows the user to perform the following operations:

• Choice of input language: English or Punjabi or Hindi.
• Speech Recognition: Start recognition, automatic stop recognition after 2 Seconds of 

time span.

Fig. 8  Implementation view of 
SISLA
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• Text Input: English, Punjabi, Hindi Text Typing, filtration of the corpus, conversion 
into ISL.

• Word selection: Any isolated word at run-time selected and its corresponding gesture is 
displayed.

• Multi-Lingual output: Input language translates into English, Punjab, Hindi as well as 
in ISL.

• Replay option for ISL synthetic gesture.
• Optional content: Additional information of ISL video and image gesture is available.

6.3.2  Multi-lingual automatic speech recognition

In this paper, context-dependent speech recognition models have been trained using the 
CMU Sphinx toolkit. With the help of the CMU Sphinx toolkit, MFCC features have 
been extracted from speech data and the acoustic models have been generated based 
on extracted features. Figure 9 displays the process of speech recognition system using 
CMU Sphinx toolkit. Important files required for speech recognition model are:

a. Transcription files: Transcription file contains the textual content information about 
each audio sample file. Two separate transcription files for training and testing samples 
have been created with “. transcription” extension. Every spoken word in audio has been 
written in plain text along with a unique file id. Single space is required to separate each 
word and all the words have been enclosed in “<s>” and “</s>” tag as displayed in 
Table 3.

b) Audio File IDs List: Two separate files are required with “. fileids” extension, one for 
the training data set and second for the testing data set. Field-IDs must match with the 

Fig. 9  Speech recognition pro-
cess using CMU sphinx
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sequence order in the transcription file as well as with the audio file, named along with 
the folder path as described in Table 4 inside the wav folder of CMU Sphinx toolkit.

Important points need consideration during file naming:

• The file name is case sensitive, so Python generates errors if file IDs are not matched 
properly

• No white space and/or special characters in the filename
• File names should be unique and meaningful

iii) Phonetic Dictionary: Phonetic dictionary holds every unique word which is in the 
transcription files. Every word is broken into multiple phonetic symbols based upon 
how a word is pronounced. Speech is segmented into several tones that are captured in 
a digital format.

There are various phoneset such as International Phonetic Alphabet (IPA) or Speech 
Assessment Methods Phonetic Alphabet (SAMPA) which are used to represent pho-
netic information about spoken word. CMU Sphinx is not limited only to the above men-
tioned phoneset, rather it also supports Unicode character sets. As an illustration, Table 5, 

Table 3  Samples of transcription files used during speech recognition training

Transcription file examples Language

<s > ONE TWO THREE FIVE </s > (DPL-ID1-L1-S97)
<s > ONE TWO THREE FIVE </s > (DPL-ID1-L1-S98)
<s > ONE TWO THREE FOUR FIVE </s > (DPL-ID1-L1-S99)
<s > ONE TWO THREE FOUR FIVE </s > (DPL-ID1-L1-S100)

English

<s > ਭਰਿਆ ਖਾਲੀ ਔਖਾ ਸੌਖਾ ਮਾੜਾ </s > (AD-ID2-L2-S47)
<s > ਭਰਿਆ ਖਾਲੀ ਔਖਾ ਸੌਖਾ ਮਾੜਾ </s > (AD-ID2-L2-S48)
<s > ਭਰਿਆ ਖਾਲੀ ਔਖਾ ਸੌਖਾ ਮਾੜਾ </s > (AD-ID2-L2-S49)
<s > ਭਰਿਆ ਖਾਲੀ ਔਖਾ ਸੌਖਾ ਮਾੜਾ </s > (AD-ID2-L2-S50)

Punjabi

<s> केला अंगूर आम संतरा पपीता </s > (RJNT-ID15-L1-S47)
<s> केला अंगूर आम संतरा पपीता </s > (RJNT-ID15-L1-S48)
<s> केला अंगूर आम संतरा पपीता </s > (RJNT-ID15-L1-S49)
<s> केला अंगूर आम संतरा पपीता </s > (RJNT-ID15-L1-S50)

Hindi

Table 4  File and directory structure for training process

Entries stored in IDs file as:

Example:
• DPL/ID1-L1-S/DPL-ID1-L1-S98
Explanation:
• “DPL” is a directory which is inside “wav” folder
• “ID1-L1-S” is sub-directory of “DPL” directory. “ID1” contains the words that belong to the same 

category. “L1” means line ordering of the same group of words. “S” stands for speakers
• DPL-ID1-L1-S98 is the recording file of 98th speaker.
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describes the “FOUR” speech sound is broken into multiple speeches sounds as “F”, “AO”, 
“R”. The same approach is followed for Hindi and Punjabi language.

iv) Phoneset file: All the phonetic units are stored without any repetition in phoneset file 
along with “SIL” as silence word as shown in Table 6.

e) Acoustic Model: A special toolkit is used to construct an acoustic model as statisti-
cal representation of each word in audio recordings and their text transcriptions files. 
There are three types of acoustic model which CMU Sphinx support: continuous, semi-
continuous and phonetically tied [32, 76, 86, 100]. For a larger dataset, the continuous 
acoustic model is used but these models require high processing power to decode speech 
signals. SISLA is configured and developed with a continuous acoustic model which is 
flexible to scale up the corpus.

f) Language Model: One more key component of ASR is the Language model. It provides 
assistance to the decoder to identify a sequence of words that are possible to recognize. 
The language model is created using lmtool from the online source provided by CMU 
Sphinx. It requires only plain text file which has all the sentences that the decoder has 
to recognize.

Table 5  Phonetic description of 
words in English, Punjabi and 
Hindi Language

Language Word Phonetic description

English FOUR
FOURTEEN
NINE
NINETEEN

F AO R
F AO R T IY N
N AY N
N AY N T IY N

Punjabi ਅਠਾਰਾਂ
ਅਠਾਹਰਾ
ਅਦਰਕ
ਅਪਮਾਨ

ਅ ਠਾ ਰਾਂ
ਅ ਠਾ ਹ ਰਾ
ਅ ਦ ਰ ਕ
ਅ ਪ ਮਾ ਨ

Hindi अंतिम
अकतूबर
अगस्त
अच्छा

अं ति म
अ क तू ब र
अ ग स त
अ च छा

Table 6  Sample of phoneset 
required for ASR

English Punjabi Hindi

AH
AO
AY
EH
ER
EY
F
IH

ੳ
ਓ
ਅ
ੲ
ਸ
ਸ਼
ਹ
ਕ

आ
ई
उ
ए
क
ख
ग
घ
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6.3.3  Sign language script conversion

HamNoSys is the most commonly used notation system for the research work of the text 
or speech to sign language machine translation. It supports the written notation system for 
sign language with the help of e-sign editor tool and the 3D virtual human avatar in JASer-
vice player java application. Generation of HamNoSys script for sign gestures require full 
concentration because HamNoSys also has its own structure that is displayed in Fig. 10. 
HamNoSys notation structure for single hand gesture consists of non-manual features, the 
shape of the hand, the orientation as well as location of the hand and optional features for 
the hand movement.

For both hands, an extra parameter such as symmetric operator is included in the begin-
ning of HamNoSys notation. The symmetric operator defines whether the dominant hand 
copies the description to the non-dominant hand or defines differently [33, 46].

6.3.4  Markup document generation

HamNoSys notation is further translated into XML format which is known as SiGML 
notation [46, 47, 96, 113]. JASigning application takes input as SiGML scripted file and 
generates a sequence of synthetic signs in the form of a 3D avatar to the given word. Both 
manual and non-manual features are written using a sequence of corresponding tags in the 
SiGML script file. Figure 11 describes the SiGML file for the word “Deaf” along with the 
mapping of HamNoSys notation to SiGML tag with their description.

6.3.5  Synthetic animation

Generating signs using video approach or static animation is expensive and sometimes 
essential information of sign gesture is lost due to the 2D scene view. For example, in the 
gesture of {I, ਮੈਂ, मैं} signer’s index finger of the dominant hand point to oneself and rest of 
the fingers with the thumb are closed. So, it is difficult to estimate the angle of the index 
finger because it is hidden behind the rest of the hand part. Thus, synthetic animation is the 
best solution [12, 47, 51] for such kind of problems.

Fig. 10  Structure of HamNoSys Notation system
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6.4  Evaluation

SISLA has been developed to complete the objectives of research work which is to perform 
speech recognition of English, Punjabi and Hindi languages with further translation into 
ISL. To evaluate the developed system, quantitative and qualitative experiments have been 
performed with choice of certain parameters and conditions described in the next section.

6.4.1  Performance evaluation

This section describes the performance evaluation methods that are used to measure the 
quality of proposed research work. To evaluate the performance, three experiments are 
performed for the evaluation of speech recognition based on two factors: speaking envi-
ronment (E1), speaking style (E2). Word Error Rate (WER) is measured with the use of 
confusion matrix based on these factors. E1 and E2 make use of randomly selected 200 
from each input language.

Fig. 11  SiGML file structure and 
SiGML tags corresponding to 
HamNoSys notation symbols
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In the first experiment, performance evaluation is done to test the impact of envi-
ronmental factor on speech recognition. Experiment E1A has been performed inside a 
noiseless environment (i.e., in a closed room) and experiment E1B has been performed 
at a public place (in an academic institute). This experiment validates the interference 
effect of noise on the accuracy to recognize the spoken words. Speaking style varies 
in people according to their geographical area around the world. Dialects and fluency 
of speaking parameters also affect the speech recognition process which is observed in 
experiment E2. To test the second module of developed system, two experiments are 
designed related to the understanding of sign language evaluation test: E3 and Sign 
Error Rate (SER): E4.

To verify the sign accuracy, observations from experiment E3 are taken where a trans-
lation on the set of sign words is performed automatically. After that the sign language 
expert(s) manually checks the accuracy of sign generation system. The ISL experts eval-
uate the SISLA and provide the results based on correct and incorrect sign. In the final 
experiment E4, the outcome is analyzed for SISLA. Hearing people are considered for 
experiment-1, whereas hearing impaired users are selected for experiment-2. Hearing user 
speaks isolated word using microphone and hearing impaired user must judge the spoken 
word. Further, the selected users from both the categories (hearing impaired user with no 
prior knowledge of ISL and hearing impaired having good prior knowledge of ISL) are 
incredibly good in lipreading. One of them is selected to judge the spoken word based on 
lipreading and second user has been selected to judge using SISLA’s 3D avatar only.

6.4.2  Results

This section discusses the results for performance and usability evaluation of the experi-
ments. SISLA has been developed as a speech recognition system and achieving a higher 
accuracy was a major challenge due to its speaker independent nature. In the training pro-
cess of speech model, the translator provided the word error rate (WER) of 7.3% (Eng-
lish), 9.9% (Punjabi) and 7.7% (Hindi) after the successful training model using CMU 
Sphinx toolkit. Furthermore, the implementation of these models in SISLA system, experi-
ments E1 and E2 are performed using confusion matrix and the corresponding results are 

Table 7  Experiment E1 
results for the test parameter: 
Environment Noise

English Punjabi Hindi

E1A-E E1B-E E1A-P E1B-P E1A-H E1B-H

TN 21 29 24 38 23 40
FP 7 8 8 6 7 9
FN 8 11 12 17 10 14
TP 164 152 156 139 160 137
Total Inputs 200 200 200 200 200 200
Error-rate 0.07 0.11 0.10 0.11 0.08 0.11
Accuracy 0.93 0.91 0.90 0.89 0.92 0.89
Recall 0.95 0.93 0.93 0.89 0.94 0.91
Specificity 0.75 0.78 0.75 0.86 0.77 0.82
Precision 0.96 0.95 0.95 0.96 0.96 0.94
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displayed in Tables 7 and 8 respectively. E1A describes the outcomes for the experiment 
E1 conducted in the noiseless room and E1B for the noisy environment. The outcomes of 
the experiment are as follows:

• TP stands for True Positive: Word spoken correctly and recognized correctly
• TN stands for True Negative: Word spoken correctly and recognized incorrectly
• FP stands for False Positive: Word pronounced incorrectly but recognized correctly
• FN stands for False Negative: Word pronounced incorrectly and recognized incorrectly

Terms used in Table 7 for experiment-1 (Environment Noise):

• E1A: Experiment-1 performed in Noiseless environment
• E1B: Experiment-1 performed in less noisy environment
• E: English, H: Hindi and P: Punjabi

Parameters such as error-rate, accuracy, recall, specificity and precision are evaluated 
to show the goodness of system’s performance where 1.0 is the best and 0.0 is the worst 
performance. WER is the number of words that are incorrectly recognized which are spo-
ken properly or not. Overall, the WER for speech recognition of the developed system is 
low (7% (English), 10% (Punjabi) and 8% (Hindi)) for all the three input languages. For the 
noisy environment, experiment E1 gives the results as displayed in Table 7.

SISLA is working fine with an achieved accuracy of 91% for English, 89% for Pun-
jabi and 90% for Hindi as compared to the accuracy achieved in the noiseless environment 
(English: 93%, Punjabi: 90%, Hindi: 92%). In this experiment, noiseless environment has 
signal to noise ratio, SNR ≥ 30 db. In order to improve the accuracy, spectral subtraction 
method or least mean square filter is suggested remove background noise effects. Use of 
multiple microphones also helps to capture area of interest and filter the background noise. 
To test the impact of speaking style on speech recognition system, experiments E2A and 
E2B are performed as shown in Table 8.

Terms used in Table 8 for experiment-2 (Speaking Style):

Table 8  Experiment E2 results 
for the test parameter: Speaking 
Style

English Punjabi Hindi

E2A-E E2B-E E2A-P E2B-P E2A-H E2B-H

TN 14 26 21 29 21 27
FP 5 7 9 6 7 9
FN 8 12 10 16 8 11
TP 173 155 160 149 164 153
Total Inputs 200 200 200 200 200 200
Error-rate 0.06 0.09 0.09 0.11 0.07 0.10
Accuracy 0.94 0.91 0.91 0.89 0.93 0.90
Recall 0.96 0.93 0.94 0.90 0.95 0.93
Specificity 0.74 0.79 0.70 0.83 0.75 0.75
Precision 0.97 0.95 0.95 0.96 0.96 0.94
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• E2A: Experiment-2 involved those speakers whose primary language is E: English, H: 
Hindi and P: Punjabi

• E2B: Experiment-2 involved those speakers which are able to speak E: English, H: 
Hindi and P: Punjabi but not fluently

E2A belongs to the test in which specific users have been selected with primary lan-
guage as English, Hindi or Punjabi and are living in the Punjab region of India. In the other 
experiment E2B, the users have been selected that are able to speak in English, Hindi or 
Punjabi language but they do not use particular language as their primary language for 
communication. Developed system has shown impact on accuracy for those users which 
are not able to speak fluently in particular language as result displayed in Table 8. So, in 
SISLA machine translation system, users have choice to select their primary language from 
the available languages (English, Punjabi and Hindi).

The accuracy of ISL representation is observed in experiment (E3). Table 9 shows the 
result of developed systems that meets the phonetic feature of ISL gestures. ISL experts has 
noticed the issues of absence the non-manual features in developed synthetic sign gestures. 
Face expressions plays a vital role in sign language representation that include extra infor-
mation about the feelings of signing person.

Currently developed system is not supporting the non-manual features but HamNoSys 
notation system supports the non-manual feature of sign language gesture so, in the future 
work it should be included for the improvement of SISLA performance. In the experiment 
(E4) both types of users have been selected to get the experimental results of the need of 
sign gestures as compared to lip reading. In the fig. E4A corresponds to the group of 15 
users that guess the spoken words based only on lip reading. On the other hand, E4B, is the 
group of 15 different users that guess the spoken words based on ISL gestures. Figure 12 
shows the experiment 4 results, E4A users judge less words correctly while E4B users 
judge higher words correctly. Experiment E4 results proven that sign language gestures 

Table 9  ISL corpus results for 
the Experiment (E3)

Description Words (%)

Perfectly generated 77%
Emotions extremely required 16%
Minor ISL parametric updates required 7%

Fig. 12  Results for lipreading 
and sign gesture comparison
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contain more parameters to understand the spoken words and easy to remember as com-
pared to lip reading. Terms used in Fig. 12 for the experiment-4 (E4) are listed below:

• E4A: A set of users for lip reading judgement
• E4B: A set of users for judgement of words based on sign gestures

Table  10 displays the comparison of proposed system in this study with the existing 
research work presented in past three year’s studies. Most of the studies focused on the 
text input for the source language and few of them implemented the speech recognition 
systems. But in this study, the challenge to recognize the Punjabi and Hindi speech input 
has been taken into account because no public open license speech dataset is available. As 
already discussed in earlier sections of this study, synthetic sign language has many factors 
that provide better acceptance of gesture represent. But most of the authors have adopted 
video or static animation approach due to easiness and availability of sign language corpus. 
During this study it is observed that the neural network techniques are making impact to 
contribute in synthetic sign language but they are still at their initial stage of development. 
The only limitation of this system is that SISLA is developed to recognize isolated spoken 
words. ISL has its own grammar structure and rule to represent complete sentence. So, it 
requires more research work for the sentence level translation of spoken to sign language.

6.4.3  User acceptance evaluation

After use of SISLA, a user acceptance evaluation survey has been conducted (based on 5 
points Likert scale) to provide the overall rate of satisfaction of the users. The presented 
proposed framework has been evaluated using 50 users: 25 experts are from the hearing 
impaired school and 25 are the family members of hearing impaired people. These users 
provide us the feedback about the automatic translation of speech to ISL. Each contributor 

Table 11  User acceptance evaluation of the proposed framework for SISLA

The survey seeks to understand SISLA’s performance as well as to make it more efficient. Please rate your 
experience and satisfaction level for SISLA.
Rate Score: (1 = Not Satisfactory, 2 = Somewhat Satisfactory, 3 = Neutral, 4 = Good, 5 = Excellent)

Sr. No. Particulars Options
Score: 1 - 5

1. SISLA is easy to use and learn a sign language 1 2 3 4 5
2. SISLA fails to handle the request and crashes in between 1 2 3 4 5
3. SISLA is an effective tool for learning and training in sign language 1 2 3 4 5
4. I will recommend SISLA to my friends and family 1 2 3 4 5
5. I am satisfied with the user interface of SISLA 1 2 3 4 5
6. SISLA uses 3D characters to perform various gestures to make a better tool for 

understanding sign language
1 2 3 4 5

7. Extra information provided with Signing avatar is beneficial 1 2 3 4 5
8. Multi-lingual interaction system provides a better platform as compared to the 

use of single language
1 2 3 4 5

9. Use of speech input is faster than typing text 1 2 3 4 5
10. Overall SISLA is a beneficial tool as compared to other alternative tools. 1 2 3 4 5
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submits their response individually after the use of SISLA for at least 30 min. Table 11 list 
the various question included in the survey wizard filled by the participant.

User acceptance results have been collected using 5 points Likert scale are illustrated in 
Table 12. The table displays the average score of 50 users for each question in the survey. 
Users provide the highest average scores for the item 8 and item 9. SISLA gets the lower 
score for item 2, item 1 and item 5 which is lower than average score 4. Overall average 
score for all the questions in the Likert chart is 4.22 that shows SISLA is best tool for both 
hearing impaired as well as hearing people.

The automatic Machine translation system needs to recognize and parse the source lan-
guage, translate into intermediate language and generate the result in the target language 
by graphical signing avatar. SISLA has three components: (i) trained model for speech 
recognizer, (ii) intermediate sign language translation module and (iii) representation into 
ISL. Combining these three components an internet-based frontend is developed with user-
friendly options.

7  Discussion

Accuracy of the reference text transcription files has become more crucial factor for the 
remarkable accuracy of ASR. While preparing text transcription files for training and test-
ing data, it is highly needed to clearly check and remove all the symbols that are irrelevant 
to speech signals. Following points lend a hand to decrease the error rate: (i) number for-
mat should be in written in source language script (English) instead of Numerical format 
(e.g., Source 5 should be written as Five), (ii) avoid to use acronym format (e.g., ASR word 
is pronounced completely as Automatic Speech Recognition in audio samples, so ASR 
acronym should increase the error rate), (iii) do not include any punctuation symbols in 
transcription file. Factors that affect the accuracy of the isolated speech recognition system 
are listed below:

• Size of vocabulary (Number of words)
• Number of samples used to train the model

Table 12  User acceptance average score results for SISLA

Sr. No. Particulars Average Score

1. SISLA is easy to use and learn a sign language 3.9
2. SISLA fails to handle the request and crashes in between 3.7
3. SISLA is an effective tool for learning and training in sign language 4.4
4. I will recommend SISLA to my friends and family 4.1
5. I am satisfied with the user interface of SISLA 3.9
6. SISLA uses 3D characters to perform various gestures to make a better tool 

for understanding sign language
4.5

7. Extra information provided with Signing avatar is beneficial 4.1
8. Multi-lingual interaction system provides a better platform as compared to 

the use of single language
4.8

9. Use of speech input is faster than typing text 4.6
10. Overall SISLA is a beneficial tool as compared to other alternative tools. 4.2
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• Quality of data (speech as well as text transcription)
• Speaker variability (in terms of age and sex)
• Fluency of speaking depends upon the data used during training
• Background noise in speech samples
• Hardware computational power and microphone quality

Punjabi is a tonal language that means alteration in pitch results in a different word. 
It becomes difficult for the machine to recognize tonal language words. So, it is one of 
the reasons for lowest accuracy compared to Hindi and English. For example, ਕਰ (do) 
vs ਘਰ (house), ਕੜਾ (steel or iron bangle) vs ਘੜਾ (Earthen Pot), ਕਿੰਨਾ (how much) vs 
ਕਿਨ੍ਹਾਂ (who plural). Another reason for low accuracy of Hindi and Punjabi as compared 
to English is the number of phonemes used during training of ASR model for these 
languages. English model is trained with 425 vocabulary words that needed 43 pho-
nemes for these words only. But training of ASR models for Hindi and Punjabi language 
requires a greater number of phonemes to extract and decode phonetic information. The 
vocabulary of 413 word for Hindi language requires 48 phonemes and 407 vocabulary 
word for Punjabi language require 54 phonemes. These are the technical parameters that 
are analyzed for the variation in accuracy of all the three speech recognition models. 
Overall accuracy of the presented system is illustrated in the Fig. 13 based on the exper-
iments discussed in result section.

A common misconception about a sign language is that it is a universal language and it 
uses same gestures for particular word in all countries. In fact, like written or spoken lan-
guages, sign language also varies from country to country. But every sign language shares 
the same two main components: manual and non-manual features. There are 300 different 
sign languages around the globe [83]. Each sign language that the hearing impaired people 
use, belongs to particular social, cultural and/or religious groups of the country [47, 48, 
70]. Reason of the diversity is that it develops naturally through the interaction of different 
groups of people. Due to variety of sign languages, it is difficult to develop a universal sign 

Fig. 13  Proposed system’s accu-
racy based on background noise 
and speaking style experiments
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language. This research work focuses on the development of synthesis the ISL using nota-
tion system and 3D virtual avatar animation approach. Following key points show, how 
ISL is different from other sign languages as well as the dependency of spoken language.

a) Finger Spelling: When the sign for the particular word is unknown or word is a noun 
(such as name of place, people and item) or sign reader is unable to understand com-
pletely, then the finger spelling is used to perform sign language gestures. In finger 
spelling, the sequence of each alphabet exist in the sign word is performed on the basis 
of individual characters. Here, it is important to note that sign of the particular word 
and the finger spelling signs are always different.

Table 13, represents the difference of sign language gesture only for alphabets of spoken 
language in ISL. It is mandatory to create synthetic sign of every alphabet in all the input 
languages if system is designed to process input word along with finger spelling. In this 
study English, Hindi and Punjabi spoken languages are selected for the speech input. These 
languages have different number of letters for writing system: English 27 Alphabets, Hindi 
(33 alphabets and 11 Vowels) [101] and Punjabi (38 alphabets and 10 Vowels) [76]. The 
proposed system has included all the letters of these input languages and synthetic sign of 
each letter in ISL. This example shows the need of inclusion of each alphabetic representa-
tion. In the corpus, the word (“Loan”, “ऋण”, “ਕਰਜ਼ਾ”) doesn’t exist but the developed sys-
tem is able to process the unknown word using finger spelling method for successful trans-
lation in ISL. If a word is considered as English input to the system, then system generate 
“L”, “O”, “A” and “N” gesture in ISL. If this word is considered as Hindi word, then “ऋ” 
and “ण” alphabets are used for finger spelling. Translation of Punjabi words is processed 
as the sequence of “ਕ”, “ਰ”, “ਜ਼” and “ਾ” using finger spelling method. But if the word is 
available in ISL corpus, then the complete word is mapped to the defined gesture rather 
than finger spell and the sign of that word should be same for all the three input languages 
(English, Hindi and Punjabi) in ISL.

b) Parametric difference with other sign languages: In ISL, single and both hands param-
eters are used to represent the sign gesture of alphabets. Whereas American Sign Lan-
guage (ASL) use the single hand gestures and British Sign Language use both hands 
for all the English alphabets except for “C”. Table 14 displays the ISL representation as 
compared to ASL and BSL for the English language alphabets (A, B, C, D and E). In 
this table input alphabets are same but they have different sign gestures in different sign 
languages.

Table 13  Difference of sign language gestures on basis of alphabets in English, Hindi and Punjabi language

Spoken Language Indian Sign language

English

Hindi

Punjabi
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Because each country has its own sign language, a gesture has different meanings in dif-
ferent countries, as well as the same word is depicted using different gestures [24]. Several 
studies suggested that only the gesture recognition and movement of hands is not enough 
for correct translation in sign language [70].

ISL has different gestures for the same input word as compared to other sign languages 
such ASL, BSL and CSL. For example, sign gesture for the word “man” is performed as 
curling the moustache in ISL and then hand is bent, facing down, and moving above the 
right shoulder. But in British Sign Language, sign for same word is performed by set-
ting up the shape of hand with thumb and fingers open around the chin and hand moves 
downward while thumb and fingers come together. BSL sign for man is closely related to 
the shape of beard. In ASL, open hand thump tip is contacted with forehead and moves 
downward to make a contact with chest in curvy shape. Same word “man” is differently 
performed in Chinese Sign Language with flat hand placing near to right side of head. 
So, it is clearly observed from the Fig. 14 that sign languages shares the common param-
eters to make a gesture but the gestures are not same for all the spoken languages.

iii) Sign language has also well-formed structure rules to make a meaningful sign gesture. 
For example, to point the person while showing who did what to whom, sign language 
uses a view space in front of the signer. However, verb sometimes refers to both the 
subject and the object, sometimes do not point at all and sometimes point only to object. 
Another rule of sign language is that well-formed question sentences must use eye 

Table 14  Comparison of sign languages for first five alphabets in English language

Sign Language Name English Alphabet Representation

Indian Sign Language

American Sign Language

British Sign Language

Fig. 14  Difference of sign languages among them using example word “MAN” [15, 36, 55, 98]
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expressions during sign gestures. Head movement is also important for better represen-
tation of yes/no sign gesture.

According to the studies and above-mentioned diversities in sign language, it is chal-
lenging task for the standardization of sign language.

8  Conclusion

Ultimately the aim of the research work is to support the first hypothesis: The develop-
ment of SISLA as an automatic translator that translates multi-language speech into ISL 
using synthetic sign approach. The developed system supports spoken words in Eng-
lish. Punjabi and Hindi language as input and displays animated 3D avatar correspond-
ing to the input word. During research work, various difficulties and challenges of the 
speech recognition system has been observed. Few of the challenges have been over-
come with some precautions and with speech signal software applications. For example, 
during the collection of audio data for model training, pre-processing phase is applied 
through which the background noise is reduced with soundproof room for audio record-
ing using better quality of the hardware (microphone). The silence between two words 
in the recording is carefully examined during recording for an isolated spoken word 
recognition system.

Its importance lies in the need as a tool for hearing impaired people of India that allows 
a fast and accurate translation system between speech and sign language. Speech recog-
nition systems are used as human interaction input system without pressing keystrokes. 
These systems mainly work on the phonetic structure of sound. In speech recognition, 
audio data processed and analyzed based on feature vectors and the acoustic models helps 
to generate text corresponding to the data exists in feature vector. HamNoSys notation of 
the input word has been fetched from the ISL corpus which has been further translated 
into SiGML format. In the final stage, 3D avatar renders the gesture based on the SiGML 
file. Currently SISLA recognizes only isolated speech words for English, Hindi and Pun-
jabi languages and translates them into ISL. But in future, further research work has to 
be done to recognize complete sentences and translate into ISL based on sign language 
grammar rules.
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