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Deep learning based Bengali question answering system 
using semantic textual similarity

Arijit Das1   · Diganta Saha1

Abstract
Recently, Question answering system is a major research area in language processing. Ben-
gali isone of the most popular spoken languages in India. Still, it has faced difficulties in 
natural language processing.Among the semantic based systems, word mapping and key-
word based approaches achieved the best results and got better attention on the user side. 
These systems are already implemented in various languages but not much in Indian lan-
guage like Bengali. This work presents an efficient question answering system for retriev-
ing Bengali language text. This system includes word embedding clustering and deep 
level feature representation for providing better grammatical similarities for retrieving the 
Bengali textual contents relevant to user queries. The pre-trained word embedding mod-
ule is created by the help of a deep belief network. The modified density peak algorithm 
is employed to perform word embedding clustering.The presented work has been tested 
on a dataset from the Bengali corpus developed by TDIL and synthetic Bengali translated 
datasets accessible in English called SQuAD 2.0. This question answering system is imple-
mented in python with NLTK tool kit and got good performance while retrieving the Ben-
gali textual data.

Keywords  NLP · Bengali question answering system · Semantic search · Deep Belief 
Network · Modified density peak clustering

1  Introduction

An automatic question answering (QA) model is concerned with developing systems 
that capableof retrieving the concise and preciseanswers for natural language questions 
posed by humans. In recent times, research in QA is progressivelysignificant due to the 
explosion of information on the internet [37]. QA is a research area that includes the 
fields of Information Retrieval (IR) and Natural Language Processing (NLP). In QA 
model, the direct access of specific textual data with computes are also not possible 
because of its unstructured format [34]. In such case, the similarity among the texts 
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will be estimated by the information retrieval systems. The similarity measure of textual 
data has been processed already on different NLP application includes text classifica-
tion, mining of sub topics from articles, relevance feedback, web search, disambiguation 
of word sense, and so on [15].

The lexical and semantic matching among the text is the standard technique for match-
ing the similarity of text. The lexical matching based QA system has been carried out 
based on a dictionary of words and the lexical aspects of texts. This kind of matching is 
a basic one, and it never uses any grammar or Parts of Speech (POS) for analysing the 
textual contents [3]. As same as the lexical matching, the semantic matching also uses the 
semantic dictionary for textual analysis. But, additionally, it estimates the meaning of the 
words, grammar, and analyse the words in every sentence more deeply. It can provide more 
similar results than the lexical based matching [9].

The main idea behind such similarity estimation models is to retrieve the precise answers 
from the huge database based on the inputted query. The QA system mainly includes four 
different steps, indexing, creation of query, similarity estimation and comparison, and 
feedback [10]. The extraction of relevant answers or sentences from the large documents 
with key words or a query is useful in most of the NLP based applications like text 
summarization [8], word disambiguation [16], and text classification [24]. The keywords 
extraction from huge documents are also presented in some NLP works [27] with keyword 
extraction algorithms. For extracting such keywords, important words or sentences with the 
user query it is essential to identify the semantic relationship among the textual contents.

In recent times, more number of deep learning solutions has been studied to tackle the 
tasks of pattern recognition and multi-task information and image retrieval [22, 39, 40].The 
earlier machine learning approaches rely mainly on manually designed features based on 
expert knowledge of the domain.Feature engineering and feature extraction are key, time-
consuming processes of the machine learning workflow. Following recent trends in natural 
language processing fields, the development of machine learning solutions for Questions 
Answering has started heading towards deep learning models. These solutions have replaced 
the aforementioned feature engineering process of the machine learning [29, 38].

In QA system, the semantic gap is a trending topic in research for describing the high 
level meaning of query contents and the contents of documents. It is a necessary step for 
selecting the relevant content based on the user query. The semantic gap among the textual 
contents are produced [30] by,

•	 Vocabulary mismatch: It represents the word with similar meaning and differed shapes.
•	 Granularity mismatch: It represents the differed sense and shape of the word refers to 

similar concepts.
•	 Polysemy: It represents the word that covers more senses based on its adjacent words.

The work presented in this paper focused on providing an efficient QA system for 
semantic search on Bengali text. There various QA techniques in this area are already done 
in some international languages like English; at the same time, few kinds of research are 
done with the Bengali language text [1]. The Bengali language is naturally more different, 
and it includes more vocabulary along with complex syntax. So, it provides more chal-
lenges while processing the answers retrieval process. It origins from Sanskrit language 
and written based on popular Indian language script Devanagari [35].

The similarities among the Bengali text can be estimated, whether in lexical or seman-
tic. Basically, on most of the previous Bengali literature, similarity among textual contents 
is estimated based on the Bengali input query and the Bengali text that are available in the 
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text documents [26]. Such similarity estimation can only describe the textual similarity 
among Bengali text, never describe the semantic similarity.

Example 1,  Let us keep in mind two Bengali sentences,

•	 আমি গতকাল তাকে যোগাযোগ করতে ভুলে গেছি। (I forgot to contact him yesterday)
•	 আমি গতকাল সকালে তাকে যোগাযোগ করেছি।(I contacted him on yesterday morn-

ing)

Here, four words (আমি, গতকাল, তাকে, যোগাযোগ) are similar in both sentences tex-
tually but not semantically.

Example 2,  Let us keep in mind another two Bengali sentences,

•	 আমার একটি দুইচাকা আছে । (I have a two wheeler)
•	 আমি সাইকেলটার মালিক। (I own the bike)

Here, both sentences are similar in a semantic manner but not textually (the single word 
is similar on both sentences textually).

In such a case, the document search in huge databases are more difficult because of its 
high volume and variety of documents [25]. The work presented in this paper provides 
an efficient semantic search based scheme for retrieving the relevant text or sentences 
from various Bengali text documents. For retrieving the relevant Bengali text, here, word 
embedding clustering and pre-trained word embedding modules are included. The major 
contributions of this paper are as follows:

➢ The major intention of this proposed Bengali QA system tries to contribute a way of 
finding passages within a paragraph and answering exact questions in relation to the 
paragraph given with relevant descriptions provided within the paragraph. As such, 
this model tries to save time who are looking for precise answers from any form of 
literature which may otherwise be very time consuming to review systematically.

➢ An effective high level feature representation based Bengali question answering sys-
tem is developed using the combined features of character, pre-trained and affix level 
word embedding.

➢ Analysing the benefits of Bidirectional long short-term memory (Bi-LSTM) model 
for character level deep feature extraction to obtain highly sensitive feature level rep-
resentation which extremely assists for precise answer retrieval.

➢ Development of efficient question answering model based on DBN (Deep Belief 
Network) for the Bengali language.

➢ We experimentally evaluate our system based on TDIL dataset which outperforming than 
other Bengali baseline system models and achieving promising results against the SQuAD 
translated Bengali language dataset. Our results report that combining three-word embed-
ding features which enhance the entire performance of the question-answering module.

The remainder of this paper is structured as follows: Section 2 discusses the recent literature 
works related to QA system. Section  3 explains the proposed deep learning model based 
Bengali QA system. Section  4 provides the implantation outcomes of Bengali QA system.  
The conclusion and future direction of proposed Bengali QA system is discussed in Sect. 5.
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2 � Literature review

This section presents the certain recent literature works carried out to develop aquestion 
answering system,especially inthe Bengali language, along with other global languages.

2.1 � Question answering system models in global languages

In recent times, there have been numerous studies explored for English language QA sys-
tem based on the two versions of SQuAD datasets. The multilingual question answer-
ing (MQA) system which was common for both English and Hindi language presented 
by Gupta et al. [14] using lexico-semantic similarity of sentences guided by graph based 
model. Another MQA system was developed by Carrino et al  [4]. for Spanish language 
using Multilingual-BERT model based on SQuAD translated dataset.

For low level speaking languages collecting massive datasets are often improbable due 
to the low frequency native language speakers, lack of expert annotators and high cost of 
datasets collection with precise labels. However there has been limited works explored 
for non-English languages, Noraset et  al.  [31] presented an automatic QA system for 
Thai language named as WabiQA, a bi-directional LSTM model was employed to read 
the documents and find user answers. Further, Mozannar et al. [28] presented an Arabic 
QA system by the aid of hierarchical TF-IDF model and pre-trained BERT (Bidirectional 
Encoder Representations from Transformers) model. Efimov et al. [12] presented a Russian 
QA system based on two machine learning based base line models and BERT model. Cui 
et  al. [5] presented a Chinese QA system by the help of BERT based base line model. 
Korean question answering system developed by Lee et  al. [21]  where they translated 
English data like SQuAD 1.1 and BERT for transfer learning in training their own QA 
systems. Prasad et al. [33] performed the question–answer retrieval action on Bengali and 
Tamil language text messages based on C4.5 decision tree and Naive Bayes algorithm. 
At the pre-processing phase, several processes had done like, tokenization, case folding, 
and filtering. In the feature extraction module, a different set of features are collected. It 
includes TF-IDF score and word embedding features. The retrieval of answers are done by 
combing the obtained features. Ahmed et al. [2]. proposed an enhanced question retrieval 
system based on SQUAD English language dataset that can sense users intents associated 
with the previous question retrieval [33].

The works from [7, 11, 19, 23, 36] tried with hybrid classifiers for language processing. 
The results shows that the final classifier among the combined classifiers performs well 
than single classifiers. Both theoretical [6, 18] and experimental [13  32] research were 
performed based on the above mentioned hybrid approaches.

2.2 � Question answering system models in Bengali languages

Currently, there is a significantrise in the research for the Bengali language in the area 
of Natural Language Processing (NLP). The QA model becoming one of the trending 
research topics due to the urgency of computational linguistics improvement.

Kowsher et  al. [20]  had developed a Bangla Informative Question Answering Model 
based on mathematical and statistical procedures. Here, the lexical information available 
on sentences were identified for improving the performance of the system. Here, the sen-
tence alignment process is carried out with two steps, translation lexicon and word match-
ing. Initially, the translation lexicon is created for matching the translated words by using 
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the Google web translator plugin. In word matching phase, they conducted a various set of 
process includes various matching, scoring, and translation. Moreover, the accuracy of the 
system is enhanced by utilizing the lexical matching.

Monisha et al. [27] have developed a Question answering retrieval method for Bengali 
language text with latent semantic analysis (LSA). Here, the authors initially developed 
a document representation for processing the question answering module, and it is cre-
ated with term-by-sentence matrix. Once they completed the matrix creation process, 
they applied the Singular Value Decomposition. It excludes the unimportant sentences by 
extracting the important sentences. Finally, all the sentences are ranked, and the answers 
were generated with LSA.

Banerjee et al. [3] proposed a Bengali question answering model based on lexical and 
semantic analysis. The first step is lexical analyser, it separates the input sentences into 
various tokens and the content sensitive grammar (CSG) were analysed. The second step is 
data dictionary, and it includes various POS tagging data. It tags the POS for all the Ben-
gali tokens. The third phase is rule generation; here, grammar for the parse of tokens was 
created. The fourth step is a parser, and it created the parse tree by using CSG on tokens 
that generated with rules on the previous step. The fifth step is a semantic analyser, and it 
estimates the semantic similarities available on the generated parse tree. The final step is 
evaluator, and it evaluates the retrieved answer of the input text.

Manna and Pal [24] presented a Bengali QA system based on semantic analysis and word 
net. The main motive of this work is to provide a question answer retrieval method with 
Bengali text. This method includes two steps, features representation and classification. In 
the feature representation phase, the labelled data is created on the retrieval phase, and the 
corresponding retrieved answers are verified and ranked with SVM. For the simulation of 
this Bengali QA system, TDIL (Technology Development for Indian Languages) corpus is 
utilized.Apart from these techniques, we have presentedan intelligence question answering 
system of Bengali language with the aid of deep learning techniques.

2.3 � Problem definition

Getting a query or question Q in natural language the system should represent in the vector 
space model. These vectors represents the questions. Hence, a question Qi can be denoted 
as follows:

where wik - number of times the system predicts k in question Qi and N-number of terms.

(a)	 Determine the class C of the Q. That means the system should categorize the question 
into any one of the eighty-six classes.

(b)	 Return the answer string A. A should be the Exact Answer (EA) or A should contain 
EA.

3 � Proposed methodology

The growth of online users are increasing rapidly, for retrieving the specific contents 
they need an efficient search scheme. Mostly, the search schemes are available of lan-
guages like English and Chinese. The traditional search tools use keyword based 

Qi = (wi1,wi2, ....wi(N − 1),wiN)
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algorithms for retrieving the text. It never analyse the textual information deeply with 
the meaning of the user query. This work presents an efficient searching scheme for 
retrieving the specific Bengali text content based on the user need. It analyses the text 
database more semantically based on the users query. The proposed semantic search 
model for Bengali language text is given below in Fig. 1.

In this model, it gets the input Bengali text and initiates pre-processing steps on both 
the inputted query and the corpus (Bengali text database). It tags the POS for the Ben-
gali text data that already pre-processed. Based on the tagged data, the best sentences 
available in the corpus will be extracted with inverse filtering. Here, every sentence with 
a better relation with a query is obtained by global word representation. This process 
accelerates the performance of the system more significantly. After extracting the best 
sentences, similarity among user query and the extracted sentences will be estimated 
with knowledge based measure called Resnik similarity. It measures the similarity based 
on the meaning of Bengali text more deeply. It provides similarity scores among every 
extracted sentence and the input query. The answers ranking module compare answers 
to each other by placing them in order of preference. An average ranking is calculated 
for each answer choice which permits to quickly evaluate the most preferred answer 
choice. The obtained scores are ranked with page ranking method, and the top scored 
sentences are shown as a result. It the user is not satisfied with these results, then the 
DBN (Deep Belief Network) module will be enabled and the inverse filtering process 
will be re-initiated. The DBN module will be enabled by using fuzzy principles.

Bengali

search

query

text

corpus

NLP

Preprocessing

Stemming

Stop word removal

Word

Embedding Inverse
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Hash table indexing
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Fig. 1   Proposed Bengali semantic search based QA model
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3.1 � Pre‑processing of Bengali text

The pre-processing of text helps to clean the corpus by eliminating the unwanted text, and 
it makes the system to process more accurately. Here, for cleaning the Bengali data, punc-
tuation removal, other language word removal, stop word removal and stemming were car-
ried out. Before initiating these steps, all sentences available in the corpus will be sepa-
rated. The conducted pre-processing steps are given as follows:

3.1.1 � Punctuation removal on Bengali text

In this step, different symbols that are included in the Bengali text were eliminated. 
Here, some of the punctuation symbols like !"#$%&’()* + ,-./:; <  =  > ?@[\]^_`{|} ~ were 
removed.

3.1.2 � Other language text removal on Bengali text

In this process, other language texts that are present in the Bengali documents are elimi-
nated. From the analysis carried out in Bengali corpus, it identified a huge amount of Eng-
lish language texts are available in the corpus. So, such other word text are eliminated in 
this step.

3.1.3 � Stop word removal on Bengali text

During this process, various words that occur periodically on sentences are removed. For 
example, এই (this), করি (do), কি (what) and so on. This process is done with dictionary 
based method and the utilized stop word list includes more than 350 words. Based on this, 
the stop words will be removed.

Example for stop word removal on Bengali sentence
Input: ইহার  ফলে  কারখানার  কর্মদক্ষতা  বৃদ্ধি  পাইবে (This will increase the effi-

ciency of the factory).
Output: কারখানার কর্মদক্ষতা বৃদ্ধি পাইবে (Factory efficiency will increase).
Here, the difference among the inputted original text and the stop word removed output 

sentence is described clearly.

3.1.4 � Stemming on Bengali text

At the process of stemming, various suffixes of Bengali words will be removed. In Bengali 
language, similar words may represent the various lexicon orders. However, because of the 
root of Bengali text, it never makes change a lot on the meaning of words.

Here, during this process, Bengali suffix words like ই, ছ, ত, ব, ল, ন, ক, স, ম, লা, 
তা, ছি, বে, তে, ছে, লে,ছি, ছে were eliminated from Bengali words in every sentence.

Example of stemming word removal on Bengali text:
Input: ইহার ফলে কারখানার কর্মদক্ষতা বৃদ্ধি পাইবে
Output: ইহা ফল কারখানা দক্ষ বৃদ্ধি পাই
The result obtained on stemming and the stemming process is clearly described in the 

above example.
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3.2 � Word embedding clustering

Normally, the adjacent of every word in the large document is semantically related 
to each other. Therefore, clustering techniques can be used to find semantic groups. 
Though the number of semantic groups is priorly unknown, and the size of word 
embedding vocabulary is relatively large. Especially, the word to vector representation 
of publically available Bengali documents comprises a massive range of words. In order 
to manage this issue, we integrate the modified density peak based fast algorithm to 
execute word embedding clustering.

The clustering process is performed based on two parameters centroid selection and 
similarity measurement. Initially, the centroid will be selected from the workload ran-
domly. After that, the Euclidean distance is calculated, which follows kernel-based sim-
ilarity Measure for all data points. After calculating the distance, the local density point 
will be grouped and create the cluster. The local density points of data is computed 
based on Gaussian kernel which replaces the basic cut-off kernel.

The mathematical formulation of Gaussian kernel is follows:

The distance between two data points y⃗i and y⃗j is calculated during the clustering, as 
follows:

In Eq. 1  y⃗i, y⃗j denotes the two data points and K(y⃗i, y⃗j) represents the kernel function 
of two data points, � is a constant value. The mean value for every cluster that will be 
estimated and based on this mean value, the centroid in moved along the graph.

3.3 � High sensitive feature representation using deep learning model based word 
embedding

In this phase, the major intention is to develop a deep learning model based word 
embedding for high sensitive feature representation for Bengali language. The conven-
tional neural networks based techniques provided reasonable results over the past dec-
ade. But, they are failed to bagging the consecutive data because the present state is 
disturbed by its earlier states. Moreover, the entire inputs and outputs are independent of 
each other. The prior words in the sequence are must require to predict the succeeding 
word in a sequence. Currently, deep learning model provides an encouraging solution 
for succeeding word retrieval through a sequence to sequence learning process. In the 
Bengali language, a word frequently comprises of different morphemes owing to their 
clinging features. Therefore, it is not necessary to take the entire word as an input unit. 
Here, affixes are considered at starting and ending of the word as secondary features for 
semantic answers retrieval. The pre-trained fine-tuned feature representation is obtained 
from DBN module based on the combination of handcraft (TF-IDF) and high level deep 
features (character-word-affix level).

(1)K(y⃗i, y⃗j) = exp

⎛⎜⎜⎜⎝
−

���y⃗i − y⃗j
���
2

2𝜎2

⎞⎟⎟⎟⎠
, 𝜎 > 0.

(2)di,j =
‖‖‖𝜑(y⃗i) − 𝜑(y⃗j)

‖‖‖ =

√
2(1 − K(y⃗i, y⃗j)).
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3.3.1 � Global word representation

The global word representation is obtained from the combination of character based 
Bi–LSTM word embedding, TF-IDF based Pre-trained word embedding and similar-
ity based affix level embedding’s. The word vectors is presented in the pre-trained word 
embedding models for entire words available in the training data. The character-level fea-
tures are obtained through Bi-LSTM network model with different kernel sizes. The pre-
trained word embedding model is generated the word-level features. The final one is the 
affix-level feature which relates the similarity of query and text. The final word vector rep-
resentation is created through the concatenation of all these features.

3.3.2 � Bi_LSTM based character level word embedding

In semantic QA system, the system combined character-level features of the word is more 
informative than handcraft features. Hence, Bi-LSTM network is employed effectively to 
capture the sub word information.

Given a word ′w′ consist of ′m′ characters c1, c2, c3, .....cm, where ci ∈ Vc is the set of 
vocabulary character’s. Let C1,C2,C3, ....Cm be the vectors that encode characters. c1, c2, c3, ...cm 
existent in ′w′ . The embedding of characters are generated by matrix–vector formulation as 
below

where Wc is the embedding matrix, Wc ∈ Rdc∗|Vc| and Vc is the one-hot vector model of 
a specific character.  ′dc′ is a hyper parameter related to the dimension of the character 
embedding. Therefore, every word is translated into a sequence of C1,C2,C3, ...Cm . Fur-
ther, the Bi-LSTM network is executed to generate the word embedding vector.

The formula given below gives the LSTM cell process where the input gate inputs times 
t related to the output results ht−1 at the earlier state. At the current moment, the input xt 
makes decision of updation. By current input data and output results of hidden layer LSTM 
cell at an earlier state, the currentvalue of candidate memory cell is predicted. The state 
value of a memory cell Ct is regulated by both the present candidate cell Ct and its individ-
ual state Ct−1 and the forget gate and input gate in the current moment. The output gate Ot is 
calculated to switch the memory cell status value. Equation (4) gives the last cell’s output. 
Character ∗ is the element wise matrix multiplication W is the weight and b bias of neuron 
both are obtained through training.

(3)C1 = WcVc

(4)it = Sigmoid (Wi. [ht−1, xt] + bi)

(5)ft = Sigmoid (Wf . [ht−1, xt] + bf )

(6)Ct = tanh (WC . [ht−1, xt] + bc)

(7)Ct = ft ∗ Ct−1 + it ∗ ct

(8)Ot = Sigmoid (WO . [ht−1, xt] + bo)
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The sequence data is processed by standard LSTM cell. Meanwhile,the time series 
datafrequently discardsupcoming context information. Every training sequence consists of 
backward and forward LSTM network layers. This is the basic idea of B-LSTM. The word 
encoding is done by forward LSTM from beginning to end, and the backward LSTM layers 
encode the opposite way. Hence, at the time t the state of hidden layer Bi-LSTM is gained 
by addition of weights of the backward hidden layer state �⃖�ht and forward hidden layer state 
��⃗ht and the detailed formula is as follows:

where,vt , wt represents the weight reacted to the backward hidden layer state �⃖�ht and for-
warded hidden layer state ��⃗ht related to the Bi-LSTM hidden layer state and at the time t the 
bias corresponding to the hidden layer is represented as bt . The hyper-parameter settings of 
Bi-LSTM are given as follows:

- Hidden layer size = 200
- Maximum number of iterations = 50
- Early stopping = 20
- Dropout = 0.25
- Optimizer = Adam
- Batch size = 50
- Initial learning = 10−2

3.3.3 � Pre‑trained word embedding

The main idea behind this Pre-Trained word embedding is to extract the relevant sen-
tences from Bengali corpus with the POS tagged data of sentences by using TF-IDF (term 
frequency-inverse document frequency). By estimating the TF-IDF score for all Bengali 
sentences with its tags, it exposes the grammatical similarities present among the sen-
tences and the query. Also, it enhances the accuracy of the system with the reduced textual 
context. For estimating the TF-IDF score for POS tagged data, it needs to estimate the 
term frequency (TF) and inverse document frequency (IDF) of POS tagged data. The TF 
describes the frequency of tagged POS of a query in a particular sentence. The relevance of 
tagged POS of a query in a particular sentence is described by IDF. Based on the estimated 
TF-IDF score, the sentences will be indexed in the hash table. The sentences with non-
zero TF-IDF score will be included in the hash table, and others are excluded. The score 
obtained for every sentence are used as a key to retrieve those sentences.

3.3.4 � Affix level word embedding

Affix level word embedding follows knowledge based similarity estimation method called 
Resnik similarity measure. During this similarity estimation, it describes more knowledge 

(9)ht = Ot ∗ tanh (ct)

(10)��⃗ht = LSTM (xt,
������⃗ht−1)

(11)�⃖�ht = LSTM (xt,
�⃖�����ht−1)

(12)Ht = wt
��⃗ht + vt

�⃖�ht + bt
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based features present among the query and the hashed sentences. Rather than knowledge 
based measure, there are various measures also available for estimating the similarity among 
the texts. Some of them are text based measures, content based measures, feature based meas-
ure, and structure based measure. These measures estimate the similarity based on the text, 
structure, features and contents present in words. But it fails to estimate the similarity based on 
the meaning of the words. The knowledge based similarity measures will estimate the similar-
ity based on the affix level of the text.

3.4 � DBN module

This module makes the system to identify the best Bengali sentences from already obtained 
results for satisfying the users. This process will provide a more accurate result that more 
related to query (based on its domain). The DBN (Deep Belief Network) presented here 
includes multiple RBM (Restricted Boltzmann Machine) layers [24], and it is shown in below 
Fig. 2.

From above Fig. 3 the DBN model initially gets the TFIDF and concatenated high level 
features as input model it on the first hidden layer next to it. Then the modeled data will be 
passed to other hidden layers and the process will continue until completing all iterations (ran-
domly based on the inputted words in Bengali sentences).

During the modelling of DBN, it leans the model parameters θ of various RBMs and 
defines both the distribution through the visible vectors x and hidden vectors hi . The RBM is 
defined as, 

(13)R(x, hi|�) = −

n∑
i=1

bsixi −

m∑
j=1

bsjhij −

n∑
i=1

m∑
j=1

xiwijhij

Character based word

embedding

Pre-trained word

embeddings

Affix embeddings

Global Word

Representation

Fig. 2   Global Word Representation
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From Eq. 7, the model parameter θ includes bs bias and w weight. The bias of visible 
and hidden units are described as bsi and bsj . The number of elements in visible and hid-
den vectors are represented as n and m.

The probability distribution of visible and hidden vector are defined as,

The normalizing factor is represented as k(�).
The likelihood of probability distribution is given by,

The value of model parameter θ is estimated by increasing the logarithmic function 
to fit it with the input training data and it is given by,

The iterations of RBM is represented as T.

(14)P(x,hi|θ) = e - R(x,hi|θ)
k(θ)

(15)k(θ) =
∑

x,hi
e - R(x,hi|θ)

(16)P(x|θ) = 1

k(θ)

∑
hi

e - R(x,hi|θ)

(17)
�logP(x|θ)

�θ
=

T∑
t=1

[(
�(−R(xt, hi|�))

�θ

)

P(hi|xt ,�)
−

(
�(−R(x, hi|�))

�θ

)

P(x|hi,�)

]

Fig. 3   LSTM structure
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Then, back propagation procedure is originated for fine tuning the parameters of the entire 
network through Jaya optimization algorithm. The number of layers in the set is defined as l , 
and the objective function can be denoted as:

where, the hidden layer activation value (l − 1)th is represented as hl−1
i

= fl−1(fl−2(⋯ f1(xi))) , 
the label of xi is represented as yi , the weight of the final layer is represented as wl , and the 
bias and the weight of the kth layer is represented as bi,k and wi,k . Moreover, the parameters 
of DBN were reconstructed through the below equations:

where, dl = (hl − Y) hl(1 − h), dk = wt
k1
dk+1(1 − hk) (when k < l) , the learning rate is spec-

ified as � and the size of inputted data is denoted as R. The epochs of w1,k and b1,k are 
accomplished up to the objective function attains the max-epoch. The necessity of training 
in DBN is to recognize the optimum weight parameters to minimize the objective function 
(18), where Jaya optimization algorithm [17] is employed to train the model. The working 
process with DBN is given as follows.

Algorithm for classifying the relevant Bengali sentences is given below:
Input: Top ranked Bengali sentences.
Output: Classified Bengali sentences relevant to the query.

Step 1: Initialize the no. of iterations and top ranked Bengali sentences.
Step 2: The inputted sentences are read and scaled based on the no. of input sentences 
and features in the form of two dimensional array,x

{
Nis

}{
Nf

}
.

Step 3: Initialize the no. of RBM (here, three RBMs were used for experimentation).
Step 4: Initialize weight w and bias b for all RBMs.
Step 5: Train the DBN.
Step 6: Update w and b while completing every iteration.
Step 7: Display the obtained relevant Bengali sentences.
Step 8: Stop the process.

3.5 � Retrieval module

In the retrieval module, get the query input from the user and initially perform pre-processing 
as well as closed word embedding feature representation are derived as per the query data. The 
inputted query input for the retrieval module is expressed as BR.

The obtained value of query input data (BR) is matched with the trained input data (BT ).
The valuation of query matching is expressed as follows

(18)s
(
wl,wi,k|l−1k=1

, bi,k|l−1k=1

)
= argmin

wl,wi,k ,bi,k

1

2N

N∑
i=1

| yi − gl(fl(h
l−1
i

))|2

(19)wl ∶= wl + Δwl = wl − � dl hl−1

(20)w1,k ∶= w1,k + Δw1,k = w1,k − � dkhk−1

(21)b1,k ∶= b1,k + Δb1,k = b1,k − �

R∑
j=1

dk
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If BT == BR is satisfied, further move to the next stage. Else, the document is placed to 
the initial position BR = 0 where this stage the status of the document is not found.

4 � Results and discussion

This section explains the implementation done on proposed Bengali question answering 
system and describes the obtained results of the system. The performance evaluation of the 
QA system is based on three metrics namely accuracy, precision, recall and f-measure.

4.1 � Dataset description

According to our knowledge, Bengali languagedoesn’t have any QA corpus for research 
study. So, here publicly available TDIL dataset based Bengali documents are collected and 
human annotated questions and answers are created for performing question and answering 
system evaluation.

a)	 TDIL Bengali corpus
	   This corpus includes 25 domain (totally 250 questions), and which are encoded in 

UTF-8. The domain list and no. of documents are given as follows: Accountancy (9), 
Agriculture (11), Anthropology (13), Astrology (2), Astronomy (2), Banking (2), Biog-
raphy (31), Botany (5), BusinessMaths (11), Chemistry (8), Child Literature (60), Comp. 
Engineering (2), Criticism (18), Dance (3), Drawing (12), Economics (18), Education 
(15), Essay (40), Folk Lore (31), Games Sport (21), General Science (13), Geography 
(15), Geology (5), History Arts (20),and Home Science(13).

b)	 SQuAD translated Bengali corpus

Stanford Question Answering Dataset (SQuAD) comprises a large-scale reading com-
prehension dataset collected in English with annotations from crowd workers.The dataset 
contains around 100 k QA pairs from 442 topics. For each topic there is a set of passages 
and for each passage QA pairs are annotated by marking the span or the part of text that 
answers the question.

Google cloud translation API was used to translate the context, question and answers 
of SQuAD 2.0 samples for 294 articles. We then randomly split the data into 70:30 split 
for training and testing sets. The 235 training topics consisted of 11,588 paragraphs and 
73,812 question answer pairs, while 59 validation topics consisted of 17,607 questions and 
2714 paragraphs. Out of 73,812 question answer pairs in the training set 36,067 questions 
are answerable and 37,745 questions are unanswerable. Out of 17,607 question answer 
pairs in the test set 8166 questions are answerable and 9441 questions are impossible to 
answer from the context.

The implementation of presented semantic Bengali QA system is carried out in python 
with NLTK toolkit.Here, the implementation is divided into two scenarios for estimat-
ing the performance of the system with a minimal amount of text documents and a higher 
amount of text documents. So, in the first scenario there are ten domains taken for experi-
mentation. In the second scenario, all the 250 documents were selected and processed with 

BT == BR
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the presented search scheme. The performance of the system is measured in terms of accu-
racy, precision, recall, and f-measure by without using the DBN and using the DBN.

In Table 1, the entire questions come under the field of computer domain obtained from 
TDIL dataset. The main purpose of keyword extraction is to form the stemming of words 
to discover the origin of the word.

In our QA model, the numbering system is considered a semantic feature. Here, if the ques-
tion type is interconnected with a period, then the proposed QA model will give a preciseanswer. 
The graphical user interface designed for proposed Bengali QA system model is shown in Fig. 4.

In the question 1 present in below Table  2,while the answer 1 is correct, answer 2 
matches the keywords. In question 2, one answer is obtainedcorrect. In case of question 3 
first answer is right, and other answers matches the question keywords.

The process of determining precision and recall has been shown in Table 2. The formula 
utilized for estimating the performance are given below:

(22)Accuracy ∶
TP + TN

TP + FP + FN + TN

Table 1   Keyword Extraction Process

Question Keywords

কে রেনেসাঁর জনক হিসাবে বিবেচিত? Array ( [0] =>কে[1] =>রেনেসাঁর [2] 
=>জনক

বেঙ্গল প্রেসিডেন্সি কবে প্রতিষ্ঠিত হয়? Array ( [0] =>বেঙ্গল [1] 
=>প্রেসিডেন্সি)

কোনবছর, সাহিত্যে নোবেল পুরস্কার দেওয়া হয়েছিল রবীন্দ্র
নাথঠাকুরকে?

Array ( [0] =>কোনবছর[1] 
=>সাহিত্যে)

কে পশ্চিমবঙ্গ থেকে প্রথম ব্যক্তি যিনি ভারতরত্ন পুরষ্কার 
জিতেছিলেন?

Array ( [0] =>কে [1] =>পশ্চিম 
[2] =>বঙ্গ [3] =>প্রথম [4] 
=>ব্যক্তি)

পশ্চিমবঙ্গের আয়তনভিত্তিক বৃহত্তম জেলা কোনটি? Array ( [0] =>পশ্চিমবঙ্গের
ইংলিশচ্যানেল এ দু’বার সাঁতার কাটা প্রথম মহিলা কে? Array ( [0] =>ইংলিশ)

Input

Hidden 1

Hidden 2

Hidden 3

RBM 1

RBM 2

RBM 3

Fig. 4   Utilized DBN model
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where, TP = No. of retrieved relevant sentences, TN = No. of non-relevant sentences not 
retrieved, FP = No. of retrieved non-relevant sentences, and FN = No. of not retrieved rel-
evant sentences.

TP = True Positive = The predicted answer and the actual answer is same.
TN = True Negative = The repository does not have the answer to the question and the 

system predicts that the answer is not known.
FP = False Positive = The repository does not have the answer to the question, but the 

system predicts an answer.
FN = False Negative = The repository has the answer to the question, but the system pre-

dicts that the answer is not known.

4.2 � Results on the first scenario

In this scenario, text documents of first 10 domains are trained and classified the Bengali 
sentences based on the user’s query. The obtained results on this scenario on different per-
formance measures are plotted as a graph, and it is described below in Fig. 5.

(23)Precision ∶
No. of relevant answers retrived

No. of answers retrived

(24)Recall ∶
No. of retrived relevant answers

No. of relevant answers

(25)F − measure ∶ 2 ×
precision × Recall

Precision + Recall

Fig. 5   Graphical User interface for Bengali QA system evaluation
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The results of this scenario showing that the presented Bengali search scheme earned 
better results and especially with the use of DBN the system performed very well on 
retrieving the relevant result for the input query.

4.3 � Results on the second scenario

In this scenario, all the documents from 25 domains are trained and Bengali sentences 
related to the user’s query will be retrieved. The results obtained in this scenario is 
described below in Fig. 6.

From the results with 25 domains, the performance of the system is slightly low 
when compared with the results obtained with ten domains. Because of more contents, 
some of the irrelevant results are also displayed with the relevant results. The overall 
accuracy obtained on every domainwere described in below Fig. 7.

The accuracy of all domains also showing that it can earn better results with minimal 
textual contents. It is mainly because of the similar grammatical similarity retrieving 
from different irrelevant sentences. However, there only minimal researches are done 
with Bengali textual contents; in such case the performance of the presented semantic 
based Bengali search system is better. Moreover, the performance evaluation of both 
TDIL and SQuAD translated dataset is shown in Figs. 8 and 9 based on the evaluation 
measures of accuracy, precision, recall and f-measure.

Fig. 6   The results obtained for TDIL (10 domains)
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Fig. 7   The results obtained for TDIL (25 domains)

Fig. 8   Domain wise accuracy of TDIL dataset

607Multimedia Tools and Applications (2022) 81:589–613



1 3

4.4 � Impact of high level deep feature based word representation

In order to evaluate the performance of the high level deep feature based word repre-
sentation, the comparison has been made on various distinct word representation. Con-
catenating the character level word vector to pre-trained word vector leads to extract the 
word-level features effectively. Table 3 shows the impact of various word representation 
on DBN model. This comprises the effectiveness of the Fast Text model on distinct 
word representation and concatenated word representation.The character based word 
representation provides supreme accuracy performance compared to the other word rep-
resentation, which denotes the importance of character-based word representations.

Fig. 9   Performance evaluation of both TDIL and SQuAD dataset

Table 3   Significance of various word representations on DBN Model (TDIL Bengali Corpus) in terms of 
accuracy

Feature Combination Accountancy Banking Chemistry Dance Economics Geography

FastText 92.5 93.4 96.1 90.4 95.8 94
FastText + char_Bi-LSTM 95.6 94.9 96.5 91.5 96.2 94.8
FastText + char_Bi-LSTM + Affix 97 95.5 97 93.7 96.9 95.5
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4.5 � Significance of training data size

In semantic question answering models, training data size gains the significant importance. 
Simulations have been performed with various training data size. The effectiveness of the 
model gets maximizes while the maximization of training data size. Table  4 shows the 
effectiveness of different word representations on various sizes of the training data. Here 
initially, an entire training data (80% of the total data) is used for training using various 
word representations. Further, 20% reduction is made to each of the training data files and 
repeated the same simulations.

4.6 � Comparison analysis with other methods

The comparative analysis has been evaluated based on the Bengali question answering sys-
tem with respect to other methods and datasets. Table 5 shows the performance compari-
son of other methods with our proposed method based on accuracy measure.

The comparative analysis has been evaluated based on SQuAD data set along with 
our SQuAD translated dataset is shown in Tables 6. The proposed Bengali search scheme 
achieved good accuracy compared to other approaches.

Table 4   Evaluating the effectiveness of various word representations on question answering tasks by chang-
ing the training data size

Training Data Size Feature Combination TDIL SQuAD 
translated

Complete (100%) FastText 95.3 96
FastText + char_Bi-LSTM 96.2 97.2
FastText + char_Bi-LSTM + Affix 97 98.5

80% FastText 93 95
FastText + char_Bi-LSTM 93.8 94.2
FastText + char_Bi-LSTM + Affix 95.2 96

60% FastText 91.5 93.2
FastText + char_Bi-LSTM 92.2 94
FastText + char_Bi-LSTM + Affix 93 93.7

40% FastText 90.3 92.4
FastText + char_Bi-LSTM 91.2 91.8
FastText + char_Bi-LSTM + Affix 92.5 92

Table 5   Comparison with 
Bengali Dataset

Author Language Dataset Accuracy

Kowsher et al. [20] Bengali Own Created Dataset 93.22%
Monisha et al. [27] Bengali Own Created Dataset 90.6%
Banerjee et al. [3] Bengali BCSTAT.COM Dataset 87.79%
Manna and Pal [24] Bengali TDIL Dataset 80%
Proposed Bengali TDIL Dataset 97%
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4.7 � Statistical validation: analysis of variance (ANOVA)

The proposed retrieval model has been statistically evaluated based on two important met-
rics (retrieval accuracy and retrieval error) which are contradicted each other. To validate 
the statistical significance of the proposed DBN model the well-known statistical evalu-
ation method called analysis of variance (ANOVA) test is used. The ANOVA test is per-
formed on two parameters which is retrieval accuracy value. Then, the outcome of the 
hypothesis test has compared with the DNN and ANN based models to prove the statisti-
cal significance of the proposed model based on input parameters of retrieval accuracy. 
Normally, an ANOVA test can deliver the insight that whether the null hypothesis (Hnull) 
which states that mean of two or more models for the selected group of samples are simi-
lar and therefore null hypothesis statement should be rejected. The parameters utilized in 
ANOVA test deliver the results in the form of F-statistic. The Hnull will be rejected only 
when the given two statements aresatisfied.

	 (i)	 The p-value should be less than the significancelevel.
	 (ii)	 The value of F-statistic must be higher than the F-criticalvalue.

Also, the alternative of hypothesis Halt can define as Eq. (27) to counter the null 
hypothesis Hnull.

To conduct ANOVA test, the number of a trails taken five times for validation based on 
varying the size of training data for all retrieval models. Furthermore, additional critical 
metrics such as significance level value α = 0.05 and confidence interval (CI) = 95%. The 
Table  4  have display the input given to perform the ANOVA test for retrieval accuracy 
output value of the test. Further, with confidence interval = 95%, the output of ANOVA 
test is listed in view of f-ratio and p-value. After the evaluation of the test outcome listed 
in Table 7, it can be proved that the difference in the mean value of error has accepted are 
statistically significant, hence the null hypothesis Hnull is rejected and accept the alternative 
hypothesis Halt . Furthermore, in ANOVA test for retrieval accuracy, the f-ratio value is 

(26)Hnull ∶ �Proposed = �DNN = �ANN

(27)Halt ∶ �Proposed ≠ �DNN ≠ �ANN

Table 6   Comparison with 
SQuAD Dataset

Author Language Dataset F1

Lan et al. [41] English SQuAD 91.2
Zhang et al. [42] English SQuAD 93.2
Arijit Das Bengali translated SQuAD 98.5

Table 7   Summary of input 
Retrieval Accuracy

Models Trials(N) Mean Std. Dev Std. 
Error

Proposed 5 94.084 3.055 1.3662
DNN 5 90.984 3.4746 1.5539
ANN 5 88.972 3.1061 1.3891
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3.2034. The p-value is 0.0768. Hence, the ANOVA test result is not significant at p < 0.05 
and significant at p < 0.10. It also gives us the future roadmap to make the retrieval model 
efficient in term of accuracy and error measure (Table 8).

The f-ratio value is 3.2034. The p-value is 0.0768. The result is not-significant at 
p < 0.05 and significant at p < 0.10.

5 � Conclusion

The question answering system presented in this work utilized a different set of process 
and methods for retrieving the textual contents that are relevant to the query. This system 
contains different pre-processing steps, POS tagging, inverse filtering, semantic similar-
ity estimation, ranking, and DBN. The Bengali POS tag helps the system to retrieve more 
grammatical similarity based contents with the inverse filtering method. The obtained best 
grammatical Bengali contents are utilized for measuring the semantic similarity with input 
user query. The Bengali textual contents with more semantic similarity will be ranked and 
displayed as the results of the user’s search. Then if the user is not satisfied with the pro-
vided results, the ranked sentences will be passed to the DBN module. It classifies the most 
relevant Bengali textual contents and displays it as the search results. The experimentation 
is conducted with both minimal and maximum amount of Bengali textual contents. The 
system acquired up to 95% and 97%, with a minimal amount of contentsby without utiliz-
ing the DBN and utilizing the DBN, also acquired up to 94.3% and 95.6% with a maximum 
amount of contents by without utilizing the DBN and utilizing the DBN. The only accessi-
ble QA dataset for Bengali comprises only 250 questions. In future, we plan to increase the 
size of dataset. Another future direction of this work istrying different models like transfer 
learning, zero-shot learning, expand our work to cross lingual question answering system.
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