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Abstract
For error concealment of the relatively large corrupted areas in High Efficiency Video
Coding (HEVC), the available spatial information is far from the corrupted region and
cannot be directly exploited for error concealment. In this paper, a method is proposed to
use the spatial information in a new manner to refine the already recovered Motion
Vectors (MVs). The refinement method works based on boundary matching and adap-
tively selection among three approaches for fine tuning of the temporal MVs. The
experiments show that the refinement leads to a significant improvement, 2–7 dB in
PSNR, for some frames, and the highest MS-SSIM against the state of the art methods.
Another important feature of the proposed method is its generality; which can be added
on top of other MV recovery methods.

Keywords Video transmission . Error/loss concealment . Motion vector recovery . HEVC

1 Introduction

Nowadays, real-time digital video transmission over packet networks is very popular. Due to
the tremendous volume of the raw video data, the compression is inevitable. Delivering
compressed data over the wired/wireless channels is challenging since the underlying networks
are not always reliable and some data loss during transmission is usually experienced. The
compressed video is too sensitive to data loss so that a bit error may cause a significant
corruption. The more compression on the data, the more sensitivity to data loss; for this reason,
High Efficiency Video Coding (HEVC) is less error resilient than H.264/AVC [1].

There is no emphasis on the type of the network in this paper. In both wired and wireless
networks, the networking hardware might drop the packets due to the congestion. Because of
several reasons, data loss might occur in the physical medium, too. A packet might be
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corrupted partially, but due to the predictive and variable length coding, the video packet might
be completely unusable. If there was a back-channel for informing the missing packets, the
problem is solved in some cases or the actual loss rate becomes very small. But in the case of
long round-trip time, the retransmitted packets might arrive too late and not usable for live
videos. Furthermore, in multicast applications, the sender is not able to respond the retrans-
mission requests of all clients timely. Therefore, packet loss is inevitable in many video
communication systems, wired or wireless, with or without back channel. With channel
coding, some bit errors can be corrected [5, 43], but the losses beyond the correction capability
of the channel codes cannot be resolved.

In live video communication, the lost packets must be concealed [12, 22, 39, 41, 44]. Using
error concealment techniques, the lost data are replaced with some temporally or spatially
adjacent data. Note that error concealment is not a standardized part of the HEVC video codec.
Actually, HEVC and the other video coding standards have no definition/restriction for error
concealment. The companies may embed one or more appropriate error concealment algo-
rithms into their HW/SW codec solutions. Error propagation is also inevitable if the lost data
are not concealed correctly; since the error concealed frame could be used as the inter
prediction reference of the other frames. For this reason, fully intra coding of frames might
be an appropriate solution for HEVC video transmission over lossy channels [19, 20]; since it
mitigates the error propagation problem. However, error concealment is still required.

Error concealment techniques can be divided into spatial and temporal domain techniques.
In the spatial domain, the lost area of the frame is concealed using the spatially neighboring
pixels. These methods exploit the correlations among the spatially neighboring pixels and
known as Spatial Error Concealment (SEC) techniques. In the temporal processing techniques,
the available contents from the previous and/or future frames are used for loss concealment;
these techniques are known as Temporal Error Concealment (TEC). Spatio-Temporal Error
Concealment (STEC) is a hybrid of the above two approaches where both spatial and temporal
pixels are used for filling the lost area.

The Coding Tree Unit (CTU) size in HEVC can be as large as 64 × 64 pixels. An integer
number of CTUs are regarded as one slice and an integer number of slices are encapsulated
into a single transmission packet. Therefore, a lost packet in HEVC streams affects several
CTUs which can be a significant amount of picture area. Because of the relatively large loss
areas, the spatial available pixels are very far from the lost pixels; and except for static and
uniform scenes, the middle part of the loss area has a little correlation with the spatial
neighboring blocks. Therefore, the SEC techniques are not suitable for HEVC losses. The
multi-directional interpolation of [6] and the sparsity based method presented in [30] are only
applicable and examined for 16 × 16 pixel blocks. The method presented in [3] works based on
rearranging the wavelet coefficients into independent partitions at the encoder side. This
approach is not applicable in DCT based codecs such as HEVC. The different techniques
such as [29, 51] which try find a model to map and filter the reference frame pixels to the lost
area are not successful for the large loss areas. Therefore, a promising approach is to use TEC
techniques for concealment of loss areas in HEVC [22]. These techniques which are reviewed
in Section 2 try to find Motion Vector (MV) for the missing blocks of the loss area and fill
them with motion compensated replacement from the previous frame. The MVs can be
obtained with a variety of methods, since both spatial and temporal information can be
exploited for MV recovery.

In H.264/AVC, the loss areas are not too large and spatial information can be used for MV
recovery; but it is not the case in HEVC. We can say that the existing approaches have not any
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idea to effectively use the spatial pixels for error concealment in HEVC; while the surrounding
available pixels are valuable information. This is in fact the main contribution of the current
paper; efficiently exploiting the boundary pixels of the missing area with the aim of higher loss
concealment quality. As already mentioned and will be shown experimentally, boundary pixel
information is not appropriate for MV recovery, but it can be used efficiently for refinement of
the already recovered MVs. Three methods for refinement are proposed, and based on the prior
frame behavior with applying each refinement method, one or neither of them is finally applied
for fine tuning of the MVs. As the experiments show, the proposed method gives generally
higher quality compared to other methods. Even though the improvement is not significant for
frames of the test sequences, there are some frames which are concealed with 2-7 dB higher
PSNR with the adaptive refinement. This point is not well reflected in the average objective
scores, but it is important to the subjects viewing the video carefully. Since the additional
complexity of the adaptive method is still below the processing power of the devices used for
live video communication, the proposed method is worth implementing even though the
improvement is not significant for all frames.

The paper organization is as follows. The related works and their differences with the
proposed method are provided in Section 2. The proposed refinement method is explained and
discussed in Section 3, and the performance comparison with the other error concealment
techniques are provided in Section 4. Finally, the paper is concluded in Section 5.

2 Related work

In viewpoint of MV recovery, TEC techniques can be categorized into four major groups:

2.1 TEC with no MV recovery

A homography-based registration and using it for error concealment is presented in [11]. The
available pixels around the corrupted area are registered to their counterparts in the reference
frame, and then the registration is used for mapping the matching points into the loss area. This
algorithm is suitable for small loss areas where the sufficient correlation between the lost and
available pixels needing for registration exists. An error concealment with Principle Compo-
nent Analysis (PCA) is proposed in [10] where the information of a trained PCA is used. The
image vector is mapped to the constructing Eigen vectors which are used for corrupted image
reconstruction. In the case of scene changes, the information must be updated. However,
similar to [11], the success of this method depends on the correlation of the lost area with the
available surrounding pixels which is only the case for the blocks close to the available data.
Therefore, for many blocks in HEVC, this algorithm is not applicable.

There are some methods which use Deep Neural Networks (DNNs) for error concealment
[34]–[45]. In [34], a combination of convolutional Long Short Term Memory (LSTM) layers
and a simple convolutional layer is used for predicting the optical flow of the lost area. A two-
stream version of this method is presented in [36] where extracting the horizontal and vertical
motion fields are extracted by separate networks. However, working based only on the optical
flow is not reliable. For example when the pixels with close values and close locations have
different motions, optical flow does not work properly. In another method, a capsule of three
frames is used as the input of the network and the fourth frame of the video sequence is applied
as the label [37]. After training the network, output of the network can be used for error
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concealment for the fourth frame if it is corrupted. Generative Adversarial Network (GAN) can
be trained for video error concealment [45]. In this work, the temporally and spatially
surrounding pixels of the loss area are the inputs, and the trained generator is used for recovery
of the lost area. Generally, DNN based solutions are time consuming even with state of the art
GPUs; therefore these algorithms are hardly usable for on the fly error concealment.

2.2 TEC using the spatially available neighboring MVs (TEC-SMV)

These methods exploit spatially neighboring MVs for MV recovery. In Macro-Block (MB)
based codecs, one method is to use the average or median of motion vectors of surrounding
available blocks of the lost MB. The spatial MVs can be averaged for each pixel of the lost MB
which is then used for pixel-wise MV recovery. The averaging weights are inversely propor-
tional to distance of each pixel of the lost block with the surrounding available pixels, with
Euclidean distance measure in [28] and Mahalanobis distance in [2]. In another work presented
in [24] a plane is fitted to the MVs (x and y components separately) of the available blocks
around the lost MB. By interpolating in this plane, an MV for the missing MB is recovered.

With the method proposed in [31], for each 8 × 8 lost block, the previous frame is checked
to find the most correlated MV of the co-located block with its neighbours. Based on the MVs
behaviour in the past frames, the motion trajectory in the few past frames is used for MV
recovery of the 8 × 8 block.

Some neighbouring MVs have stronger correlations to the MV of the lost MB than the
others, and hence they should have stronger impact in MV recovery, as presented in [17]. In
this paper, with the processing of MVs in co-location of correctly available MB in the previous
frame, a tendency of the MV in each 4 × 4 block to its spatial MVs is estimated. Then an
interpolation between the two MVs to which the block has the highest tendency is used as the
recovered MV for the 4 × 4 block. MV recovery for 4 × 4 blocks inside the MBs was also
presented in [49]. In this method, one adjacent MV is selected for 12 outer 4 × 4 blocks, and a
modified boundary matching for four 4 × 4 inner blocks.

The middle blocks of the losses in HEVC coded frame is not close enough to the available
blocks; therefore, the above algorithms are not suitable.

2.3 TEC using the temporally available neighboring MVs (TEC-TMV)

In these methods temporally available neighboring MVs are used for error concealment. The
simple yet an efficient method is to use MVs of the co-located block for motion compensated
replacement which is known as Motion Copy, abbreviated to MV-C for addressing in
this paper. For the intra coded co-located blocks, Zero MV is used in MV-C.
Averaging of MVs of the co-located blocks in the prior and next frames is presented
in [8], this approach leads to higher PSNR but imposes one frame delay. By a
recursive approach, the MV-C can be refined as presented in [9] where the differences
of MVs in the successive frames are used to refine the MVs.

Another method is Motion Vector Extrapolation (MVE), where the previous frame block
MVs are projected into the current frame blocks, the MV whose pointed block has the
maximum overlapping area with the current block is selected as the recovered MV for this
block [33]. By using MVs of a few past frames, an approximation of the optical flow is
estimated and it is then used for pixel based error concealment [4]. It is actually similar to
pixel-wise MVE but with half-pixel accuracy. Based on the work presented in [47], for each
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pixel, a set of extrapolated MVs are collected and their mean value is used for motion
compensated pixel replacement. Tuning the extrapolated MVs for each 4 × 4 pixel blocks
with spatially neighboring MVs are presented in [26, 50]. These algorithms exploit both TEC-
TMV and TEC-SMV approaches.

2.4 TEC with decoder side MV estimation (TEC-DMVE)

In this group of loss concealment techniques, the MVs of the spatially and temporally adjacent
blocks are not used; and instead the MV is estimated at the decoder similar to the Motion
Estimation (ME) carried out at the encoder.

With boundary matching, one or more bands of the surrounding pixels of the lost MB are
used as the pixels to which we are looking for the best matched pixels surrounding the
candidate blocks. These pixels can be at the outer boundary or at the inner boundary of
candidate blocks. In the literature, matching of the outer boundary is known as Outer
Boundary Matching Algorithm (OBMA) or DMVE and for referring to inner boundary
matching, Boundary Matching Algorithm (BMA) is usually used. The number of lines of
pixels in OBMA could be as large as eight lines while for BMA, one line is used for matching.

A combination of OBMA (DMVE) and BMA is presented in [18] for H.264/AVC in
Switching and Blending modes. Using the partitioning of the co-located CTU and finding the
MV of the Prediction Units (PUs) with BMA was presented in [32]. However, this method is
applicable where only one CTU is lost. Motion estimation at the decoder with the aim of object
shape preservation is introduced in [48]. It is applicable for small enough objects.

Some methods are specifically proposed for error concealment of a sequence of successive
MBs in H.264/AVC [35]–[25]. These methodsmight bemore useful for HEVC, since inHEVC
with a lost packet, at least one missing CTU is equivalent to loss of sixteen MBs. The challenge
is in the fact that the error concealment of a block will affect the error concealment of the
following blocks as well. One solution known as AECOD is ordering the MBs for error
concealment as presented in [35]. In AECOD, based on the texture of the available MBs in
surrounding the corrupted area, the order of error concealment is determined in an adaptive
manner. AmissedMBwith higher texture around it will be error concealed with higher priority.
The other solution is to use Dynamic Programming (DP) for considering the interaction of the
loss concealed MBs [25]. This algorithm is used for 16 × 16 pixel blocks (MBs) and can be
iteratively applied for 8 × 8 pixel blocks, as well. DP approach is also used in [15] where the lost
area is partitioned parallelogram-wise and then an appropriate MV is obtained for each
partition. The best partitioning is selected with a blind image quality assessment method.

2.5 The proposed method compared to the above groups

In the previous sub-sections, various methods for MV recovery were presented which have been
mostly proposed for H.264/AVC. The works of TEC-SMVgroup are not applicable to HEVC losses;
since in CTU losses, the spatially neighboringMVs are far from the inner blocks of the corrupted area,
and hence they cannot be efficiently interpolated for the inner blocks’ MV recovery. However, in
normal loss rates, if a block is lost, theMV in the co-located block is available with a high probability;
therefore, TEC-TMV techniques are easily applicable in HEVC error concealment. The next group is
TEC-DMVE; its success depends on the availability of the spatially neighboring pixels which are not
provided for many blocks of the lost CTUs. However, with the algorithms presented in [25, 35], the
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boundary matching DMVE can be exploited in CTUs loss concealment, since they are introduced for
error concealment of successively connected MBs, and not individual MBs.

In comparing TEC-TMV with TEC-DMVE, our preliminary experiments show that
TEC-TMV techniques provide generally higher quality than TEC-DMVE techniques
for most (and not all) of the test sequences; since exploiting the available surrounding
pixels does not lead to good MV recovery of the relatively large missing areas.
Nonetheless, there are also some cases that TEC-DMVE shows comparable perfor-
mance. Furthermore, the available surrounding pixels provide valuable information
which is completely ignored in TEC-TMV methods. Therefore, our proposed method
tries to efficiently combine TEC-TMV and TEC-DMVE approaches. In particular, in
the proposed method, the MVs in TEC-TMV are refined according to TEC-DMVE;
that is, the MVs are refined with boundary matching. This means boundary matching
is not used for MV recovery, but it is used for refinement of the already temporally
recovered MVs.

In this work, the first version of the MVs is obtained by MV-C. It provides good
loss concealment quality and also has no additional cost and even has lower compu-
tational complexity than normal decoding. Three methods for refinement of these
MVs are applied and their performances in terms of quality improvement are ana-
lyzed. Finally, with an adaptive approach, one of them or none is chosen to be finally
applied to error concealment. The proposed refinement leads to significantly higher
quality in some cases, compared to the case of not employing refinement. It is also
shown that the proposed algorithm outperforms the other error concealment algorithms
for most sequences and generally offers more trustable behavior for various test
sequences. Furthermore, the proposed refinement method is general and can be used
to refine the MVs recovered by any TEC-TMV algorithm, one example has been
presented at the end of Section 4.

3 Proposed method: MV refinement exploiting boundary matching

Boundary information plays an important role in MV recovery in Flexible MB Ordering
(FMO) coded H.264/AVC streams. However, in the case of HEVC and CTU losses, its
performance is not promising. On the other hand, the methods of TEC-TMV, as already
mentioned, uses only the prior frame’s MV information without taking into account this
boundary. In the methods presented in this section, these two provisions (the prior frame’s
MVs and the boundary of the corrupted area) are exploited for higher quality error
concealment. The MVs are first recovered by MV-C and they are then fine-tuned
using one of the following three methods. In all methods, OBMA with three lines of
pixels is used for boundary matching.

3.1 Method1: Refinement with starting from the corners (R-SC)

In this method, blocks of the lost area are rank ordered based on the available
boundaries. That is, the blocks at the corners have the highest priority for MV
refinement, since they have two lines of correct boundaries. MV refinement and error
concealment is performed for these blocks. The next level of priority is the blocks
adjacent to the blocks at the corners, since they have one correct boundary and one
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error concealed boundary in the highest priority. With this approach, the order of
blocks for MV refinement of the whole lost area is determined as shown in Fig. 1.

3.2 Method2: Refinement with order of AECOD presented in [35] (R-AECOD)

As already explained, in [35] a method was presented in which the error concealment order is
determined by the texture of the neighboring blocks. The texture is measured by standard
deviation of the luma pixel values. All blocks are examined for the highest texture in the
adjacently received or already error concealed blocks. Based on outer boundary matching, a
MV is recovered for the selected block. This idea was used for MV recovery in [35], but for
refinement of the MVs in this paper. For example, Fig. 2 shows an instance of the refinement
order of the blocks in two consecutively lost CTUs.

3.3 Method 3: Refinement with Vectorized dynamic programming (R-VDP)

In the previous two methods, if the adjacent blocks are not filled by loss concealment, the
corresponding boundaries cannot be used during matching process. For example, for the
blocks at the corners, only two of four boundaries are available and are used for matching
measure. With DP, all four boundaries are taken into account.

In DP, a large problem is broken into a series of overlapping sub-problems. In a recursive
manner, the optimizations of sub-problems lead to the optimization of the original large
problem. The result of each sub-problem is then stored to be used for the next sub-problems.
For example, for optimizing the MV of the first column in Fig. 3, its boundary in the second
column must be known, but they should be error concealed first, which in turn needs to know
their MVs, and it is the next sub-problem. In the Vectorized DP (VDP) algorithm, the possible
MVs of blocks in the second column are considered, and according to each possible quadruple
of these MVs, an optimal quadruple of MVs is found for the first column. Figure 3 and the
formulations below show the flow of the sub-problems.

1 2 3 4 4 3 2 1

2 5 6 7 7 6 5 2

2 5 6 7 7 6 5 2

1 2 3 4 4 3 2 1

Fig. 1 The order of 16 × 16 pixel
blocks for MV refinement of two
lost CTUs, the darker block has
higher priority

3 13 17 22 21 19 20 10

4 15 32 30 25 23 24 5

2 14 31 29 26 18 12 9

1 11 16 28 27 6 8 7

Fig. 2 The priority order of blocks
for MV refinement in Method 2 for
error concealment of two
adjacently lost CTUs
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The cost function is based on boundary matching and defined as follows:

SADA ¼ SADA;left þ SADA;up þ SADA;right þ SADA;down ð1Þ
where

SADA;left ¼ ∑
left boundary

InA;left−I
n−1
A;left MVAð Þ

� �
SADA;up ¼ ∑

up boundary
InA;up−I

n−1
A;up MVAð Þ

� �

SADA;right ¼ ∑
right boundary

InA;right MVEð Þ−In−1A;right MVAð Þ
� �

SADA;down ¼ ∑
down boundary

InA;down MVBð Þ−In−1A;down MVAð Þ
� �

ð2Þ
where InA;left are the Y-components of the pixels in the left outer boundary of block A in the

current frame; In−1A;left MVAð Þ are the pixels in the inner boundary in the left side of the block in

the reference frame to which the candidate motion vector MVA points. It can be seen that in
SADA, right and SADA, down, the pixels in the current frame depend on the MVE and MVB.
Therefore, SADA is a function of MVE and MVB. Similarly, SADB is a function of MVA, MVF

and MVC; and so on for the SADs of blocks C and D. We can write that:

SADABCD MVA;MVB;…MVHð Þ ¼ SADA þ SADB þ SADC þ SADD ð3Þ
Minimizing SADABCD is the first sub-problem of the VDP approach:

SADABCD
* MVE;MVF;MVG;MVHð Þ ¼ min

MVA;MVB;MVC ;MVDf g
SADABCD MVA;MVB;…MVHð Þf g ð4Þ

MVABCD
* MVE;MVF;MVG;MVHð Þ ¼ arg

MVA;MVB;MVC ;MVDf g
SADABCD

* MVE;MVF;MVG;MVHð Þ� � ð5Þ

where MV*
ABCD is the vector of MVs of the blocks in the first column. This means that if the

quadruple (MVE,MVF,MVG,MVH) is known, the MVs of the first column are directly obtained
from MV*

ABCD MVE;MV F ;MVG;MVHð Þ.
We can do the same formulation for the second and third columns as well. According to

each quadruple of MVs in the third column, the SADs of blocks in the second column are
computed but the left boundaries are excluded from the SADs (the reason is explain later):

SADEFGH MVE;MVF;…MVLð Þ ¼ SADE þ SADF þ SADG þ SADH ð6Þ

A E I      

B F J      

C G K      

D H L      

Fig. 3 The loss area concealment
by VDP for two adjacently lost
CTUs
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For the optimization, the accumulated cost function is taken into account:

SADaccum−EFGH MVE;MVF;…MVLð Þ

¼ SADEFGH MVE;MVF;…MVLð Þ=BLEFGH

þSADABCD
* MVE;MVF;MVG;MVHð Þ=BLABCD

ð7Þ

where BLEFGH and BLEFGH are the number of the pixels used in the SADmeasures; this is done

for normalization. As (7) shows, for each (MVE,MVF,…MVL), SAD*
ABCD is added to the

accumulated cost function; that is, the quality of the error concealment in the first column is
considered.

SADaccum−EFGH* MVI ;MVJ ;MVK ;MVLð Þ
¼ min

MVE ;MV F ;MVG ;MVHf g
SADaccum−EFGH MVE;MVF;…MVLð Þf g ð8Þ

MV*
EFGH MVI ;MVJ ;MVK ;MVLð Þ

¼ arg
MVE ;MV F ;MVG ;MVHf g

SADaccum−EFGH* MVI ;MVJ ;MVK ;MVLð Þ� � ð9Þ

This says that if the optimal combination of MVs in the third column is known, we can
immediately find those for the second column, and then for the first column. Note that, when
minimizing, the terms related to the SADs of the left boundaries of the second column blocks

are considered by SAD*
ABCD MVE;MV F ;MVG;MVHð Þ; this is the reason we already excluded

them for SADEFGH.
The above procedure is continued up to reaching the last column of the lost area, where

there is no unknown boundaries on its right. That is, with the minimization of the accumulated
cost function, the MVs of the blocks in the last column are found, and with going to the left,
column by column, the best MVs of the whole lost area are optimally found.

3.4 Comparison of the refinement methods

In this sub-section, performances of the above introduced refinement methods are examined
experimentally. The test sequences are HEVC encoded with the reference software HM16.20,
the Quantization Parameter (QP) is set to 22 leading to high picture quality; this way, the error
concealment distortion is more notable and affects the corrupted frames’ PSNR more signif-
icantly. We have applied a hypothesis form of loss shown in Fig. 4 on the frames of the Full-
HD and HD video test sequences publically available in [16]. Several lines of CTUs in the
middle of the frames and on regions of interest encounter a complete loss. Every loss is applied
with the assumption that no loss has occurred in the previous frames. That is, only one frame
has a loss pattern of Fig. 4 in each run. This assumption assists to conceal the erroneous frames
not infected by error propagation of the prior concealment distortion. This may not be the case
in real scenarios, but this way, the performances of the error concealment techniques are
compared more concisely.
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With the refinement area of ±1 pixel in up, down, left and right direction; the refinement
algorithms are implemented in HEVC decoder and used to conceal the intentionally lost
CTUs. The decoder gives the frame-wise quality in PSNR. The resultant PSNR curves
corresponding to each refinement method and for every 10th frame of the HD and Full-HD
sequences are shown in Fig. 5. The improvement achieved by the three refinement methods is
observable in this figure. However, the performances of the refinement methods are actually
different for various frames and various sequences. One can easily find cases where each
method performs the best quality. Nonetheless, for some cases, all or some refinement
methods degrade the error concealed quality. For this reason, an adaptive refinement aiming
for a more trustful refinement outcome is examined in the next sub-section.

3.5 Adaptive refinement

As shown in Fig. 5, the performance of the refinement methods is not always satisfactory. In
some cases, the MV refinement leads to lower loss concealment quality. The aim of this
section is to improve the efficiency of the refinement methods even further.

Varying nature of themotion refinements in the previous experiments indicates that the texture of
the frame and the behavior of themoving objectswould be helpful for predictingwhether refinement
should be carried out or not; and then, which refinement method to be used. A simple and yet very
effective policy is to check the temporally adjacent frame behavior if it is employed in the refinement
process. In fact, with the assumption that the prior frame of the corrupted frame is intact in the
location of loss (and it is a valid assumption for common loss rates), it is possible to examine which
refinement method can lead to higher quality for it. Then the selected refinement method is applied
on the corrupted frame; even, it may be decided to apply no refinement. That is, at the corrupted area,

Tractor full-HD

KristenAndSara HD Vidyo1 HD

Fig. 4 The intentionally lost CTU bands for Full-HD and HD sequences
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each CTU of the prior frame can be assumed lost and it is loss concealed four times, three times for
three refinement methods and one without refinement. The case that leads to the highest quality in
the prior frame is recommended for the corrupted frame. This policy is named Adaptive refinement
from now on; Fig. 6 shows the pseudo-code of this algorithm.

In this pseudocode, B(X) denotes a block of loss area at coordinate X. In order not to
complicate the pseudocode, details of the refinement methods are not included. As explained
in sub-sections 3.1, 3.2 and 3.3, in a search window of 3 × 3 pixel, the best position with
minimum boundary mismatch is selected for fine tuning of MVs, i.e. obtaining αMis in Fig. 6.

Fig. 5 Comparison of the error concealment quality achieved from the three refinement methods for test
sequences
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The results given in Fig. 7 show the PSNRs of the MV-C concealment, without and with
adaptive refinement. This figure shows that, for some sequences and some frames, this gain is
not significant and for rare cases it is negative. Note that the refinement process relies on the

Fig. 6 Pseudo-code of the adaptive refinement method

Fig. 7 Comparative curves showing the achieved PSNR improvement due to Adaptive refinement
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boundary matching. It can be said that with refinement we have better matched boundary, but
this actually does not mean the higher quality or higher PSNR. Therefore, the negative gains
are possible. However, for some frames of Prakrun sequence, the improvement is as much as 4
or 7 dB, or for rush-field-cuts there is 2 dB improvement for frames 200–300. Even though,
the improvement is not significant if it is averaged over frames and test sequences, but this fact
that some frames show considerable improvement justifies the effectiveness of the proposed
refinement method. The frames which are error concealed significantly better by refinement
can provide much better quality perception for the persons viewing the video. One heavily
corrupted frame in 500 frames does not effectively change the average score of the objective
metrics, but it is very annoying for the subjects. Unfortunately, this might not be reflected in
the average objective scores.

It is true that the proposed method is more complex than the others, but it is not problematic
and it is easily manageable. First, the refinement methods are independent and can be executed
completely parallel. Second, error concealment is not a computationally complex algorithm
compared to Motion Estimation (ME) and Mode Decision processes at the encoder [22]. Some
error concealment algorithms (e.g. Motion Copy) are less complex than standard decoding;
since they have no residual data processing and MV recoveries do not need complicated
processes. Boundary matching is much less complex that block matching used for ME at the
encoder. And the important point is that the error concealment program is not called always,
but only in the case of losses, for example 10% of times for loss rate of 10%. Therefore, if one
device is able to real-time encode the video in HEVC standard; it is also able to execute the
error concealment procedures without difficulty.

4 Performance comparison

In this section, the performance of the MV-C with refinement is compared with the other error
concealment techniques relevant to this study. Most of the recent works are not applicable to
HEVC losses, for example [6]–[30] deal with spatial error concealment and are not efficient
for CTU loss concealment, [29] is for MB error concealment when its neighboring MBs are
available, and [42] is for the case when all frames are encoded as I-frame for cloud-based
mobile video streaming.

Some algorithms are designed for H.264/AVC but they can be extended for HEVC losses
and we compare them with our proposed algorithm. These works (explained in Section 2) are
named as Iter-DP [25], AECOD [35] and MV-Refi [9]. The search range in all these works is
32 pixels, we also checked 64 pixels for them but the variations were not significant. Some
other relevant algorithms introduced in [7, 23, 27] are presented and examined for HEVC
losses. In [7], MV-C is used for loss concealment, but if the residuals of the co-located blocks
are larger than a threshold, or if it is an intra coded block, its MV is unreliable. These blocks, if
possible are merged together. Then the MV of the merged block is set as the average of the
surrounding blocks’ MVs. In [23], similar to [7], MV-C is used for error concealment but
unreliable MVs go under further processing. In that work, the loss concealment is performed in
two stages; firstly, the corrupted area is replaced using MV-C, and Zero MV is used if the co-
located block was intra coded. Then for the unreliable MVs, MVs are again obtained using
DMVE. The search widow size and the threshold are 64 pixels and 3000, respectively. In [27],
the MVE is refined to preserve the object shapes and to consider the shape information, the
partitioning in the previous frame is exploited. The recovered MV is now modified such that if
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the projected MV comes from a partition with a larger size, it has correspondingly more
chance to be selected as the recovered MV. In that work, there is a parameter which is used to
weight the overlapped area; it is set as 0.3 in the experiments as mentioned by the authors. We
also compared our work with the method presented in [46] where the order of concealment is
determined firstly CTU-wise and then PU-wise. In that work, based on the dominant depth in
the co-located CTU and the available 4 × 4 blocks around it, the CTUs are sorted such that the
CTU with the smallest associated weighted depth is error concealed firstly. In the selected
CTU, the PUs are sorted based on the texture randomness index introduced in [40]. The
algorithms presented in [7, 23, 27, 46] are labeled as “MV-C Merge”, “Partition Weight”,
“MV-C +DMVE” and “Weighted BM” respectively.

The sub-programs for the above error concealment algorithms have been implemented in
HM16.20 decoder. The experimental settings are the same as before, but the loss scenario is
realistic. As recommended in [13, 14], slices are encapsulated into the packets where the
maximum packets size is 1400 bytes in order not to exceed Ethernet network Maximum

Fig. 8 MS-SSIM Quality comparison of the adaptive refinement method and other error concealment works,
PLR = 12%
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Transfer Unit (MTU) size. The channel loss is simulated such that the packets experience burst
losses modeled by two-state Morkov chain [38]. The average PLRs are 2%, 6% and 12% with
an average burst length of three packets. These are repeated for 20 randomly generated patterns
and the results are then averaged. The video qualities are measured with MS-SSIM; as this
metric shows usually trustable measurement for error concealed videos as investigated in [21].
The sub-program for computing MS-SSIM has been implemented in HM16.20 decoder, by
which the quality of each video frame can be easily measured.

The frame-wise MS-SSIM measures are shown in Fig. 8. The PLR for these curves is 12%.
It can be seen from these figures that the proposed method leads to higher quality most of the
times. In order to refresh the decoder from the error, for HD (FHD) sequences, every 30 (25)
frames, an I-frame is transmitted and we assumed that with channel protection, this I-frame is
correctly delivered. The reason for 25 frames for FHD is that the FHD sequences are more

Fig. 9 The performance of adaptive refinement applied on “Partition Weight” method

Original Iter-DP AECOD

MV-Refi MV-C+DMVE MV-C Merge

Partition Weight Weighted BM Proposed

Fig. 10 Visual quality comparison of the proposed method against the other methods for Frame 53 of Tractor
sequence
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sensitive to losses than HD ones. The spiky peaks in the curves are due to the quality of these
loss-free I-Frames.

It is worth noting that for all sequences, the curves of our proposed method are on the top.
As already mentioned, this is due to exploiting both temporal (MVs) and spatial (boundaries)
information in a constructive manner.

We averaged the MS-SSIM scores of the frames for the proposed method as well
as for the other methods. The results in Table 1 shows the gain achieved by the
proposed method compared to the others for PLRs of 2%, 6% and 12%. The larger
positive numbers in the table show more improvement through the proposed method.
The negative number show that those methods perform better than the proposed
method for that sequence; for example “Iter-DP” method and Shields, Parkrun and
Rush-field-cuts sequence; however, the differences are small and also “Iter-DP” does
not show better performance for the other sequences as shown by the table.

As already mentioned the proposed refinement method is general and is usable for many
temporal error concealment methods. In particular, it can be appended to any algorithm of
TEC-TMV group introduced in Section 2.3. For example, we can apply our Adaptive
refinement on “Partition Weight” method which is more successful than “MV-C Merge”
and “MV-C +DMVE” as shown in performance figures and table. The results given in Fig. 9
show that the achieved MS-SSIM is higher with the refined MV. This experiment confirms the
performance and the generality of the proposed refinement method.

As the last part, the visual quality of the outputs of the error concealment methods is
presented. Two sample frames of Tractor and Vidyo1 are shown in Figs. 10 and 11,

Original Iter-DP AECOD

MV-Refi MV-C+DMVE MV-C Merge

Partition Weight Weighted BM Proposed

Fig. 11 Visual quality comparison of the proposed method against the other methods for Frame 4 of Vidyo1
sequence
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respectively. In Fig. 10, the borders have high quality in “Iter-DP” method, but this is not the
case for the background. Or in Fig. 11, recovery of the finger by “Weighted BM” is better than
our method, but with the close look, one can see that the bottle top is not correct for that.
Furthermore, in order to show the effect of the refinements, the picture outputs by the three
refinement methods are also shown in Fig. 12 for those two frames, respectively.

5 Conclusion

In this paper, amethodwhich blends twomain approaches of temporal error concealment, TEC-TMV
and TEC-DMVE, was presented. Generally, TEC-DMVE approaches are not as successful as TEC-
TMV is for HEVC loss concealment; even though it may outperform TEC-TMV for some video
sequences. The successes of TEC-TMV and TEC-DMVE techniques are highly content dependent.
In this paper, it was proposed to exploit the techniques of TEC-DMVE in order to refine the MVs
recovered by TEC-TMV. In other words, the weak points of TEC-TMV are covered by TEC-SMV
refinement. In this approach, the spatially neighboring pixels in the boundary of the corrupted area are
used for refinement of the recovered MVs. Three refinement techniques were applied on Motion
Copy error concealment algorithm. It was shown that even though boundary information may not be
so helpful forMV recovery, but it is successful for fine tuning of the already recoveredMVs.With an
adaptive manner, one can decide which refinement method or even none should be applied.

With experimental results, the proposed method shows promising performance compared to
the other works presented or extendable for loss concealment of the HEVC streams. It happens
for some sequences that one specific error concealment algorithm gives slightly higher quality
than the proposed method, but for other sequences this algorithm gives lower quality. However,
our proposed method results in either the best or near the best, for all test sequences. The visual
quality provided by the proposed method was also verified. Another important aspect of our
refinement method is that it can easily be applied on the MVs recovered with any TEC-TMV
algorithm. This feature was tested on one method and over several test sequences.

MV-C R-SC R-AECOD R-VDP

MV-C R-SC R-AECOD R-VDP

(a)

(b)

Fig. 12 Visual quality gain achieved by the refinement methods for (a) frame 53 of Tractor sequence and (b)
frame 4 of Vidyo1 sequence
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