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Abstract
Semantic similarity assessment between concepts is an important task in many language
related applications. In the past, many approaches to assess similarity of concepts have
been proposed by using one knowledge source. In this paper, some limitations of the
existing similarity measures are identified. To tackle these problems, we propose an
extensive study for semantic similarity of concepts from which a unified framework for
semantic similarity computation is presented. Based on our framework, we give some
generic and flexible approaches to semantic similarity measures resulting from instanti-
ations of the framework. In particular, we obtain some new approaches to similarity
measures that existing methods cannot deal with by introducing multiple knowledge
sources. The evaluation based on eight benchmarks, three widely used benchmarks (i.e.,
M&C, R&G, and WordSim-353 benchmarks) and five benchmarks developed in our-
selves (i.e, Jiang-1, Jiang-2, Jiang-3, Jiang-4, and Jiang-5 benchmarks), sustains the
intuitions with respect to human judgements. Overall, some methods proposed in this
paper have a good human correlation (Pearson correlation with human judgments and
Spearman correlation with human judgments) and constitute some effective ways of
determining semantic similarity between concepts.

Keywords Semantic similarity . Concept similarity . IC (information content)-basedmeasures .

Feature-basedmeasures . Distance-basedmeasures .Multiple knowledge sources

1 Introduction

Semantic similarity between concepts is becoming a common problem for many applications
such as natural language processing, text categorization, text clustering, information retrieval,
and word sense disambiguation [1, 9, 12, 36, 37, 55, 57]. However, making judgments about
the semantic similarity of different concepts is a routine yet deceptively complex task. To

https://doi.org/10.1007/s11042-021-10966-1

* Yuncheng Jiang
ycjiang@scnu.edu.cn; ycjiang21@qq.com

1 School of Computer Science, South China Normal University, Guangzhou 510631, China

Published online: 29 July 2021

Multimedia Tools and Applications (2021) 80:32335–32378

/

http://crossmark.crossref.org/dialog/?doi=10.1007/s11042-021-10966-1&domain=pdf
http://orcid.org/0000-0002-4294-454X
mailto:ycjiang@scnu.edu.cn
mailto:ycjiang21@qq.com


perform it, people need to draw on an immense amount of background knowledge about the
concepts. Usually, these sources can be search engines [15], topical directories such as Open
Directory Project [46], well-defined semantic networks such as WordNet [24, 43], more
domain-dependent ontologies [67, 74] such as Gene Ontology [17] and biomedical ontologies
MeSH or SNOMED CT [4, 69], Wikipedia [34, 37], or Linked Data [13, 56]. In fact, several
works have been developed in the past years proposing semantic similarity measures. Accord-
ing to the concrete knowledge sources exploited and the way in which they are used, various
similarity measures have been proposed [29, 71, 72]. Semantic similarity measures can be
classified into fourmain categories: [37, 47, 51]: (1) distance-basedmodels that are based on the
structural representation of the underlying context; (2) feature-based models that define con-
cepts or entities as sets of features; (3) statistical methods that consider statistics derived from
the underlying context; and (4) hybrid models that comprise combinations of the three basic
categories. Concretely, distance-based models, also referred to as edge-counting or path-based
methods, define similarity as a function of distance between concepts [51, 62]. Feature-based
methods assume that concepts can be represented as sets of features. They assess the similarity
of concepts based on the commonalities among their feature sets: any increase in common
features among concepts results in a higher similarity score and any decrease in shared features
results in lower levels of similarity [51, 80]. Statistical similarity measures incorporate statistics
derived from various aspects of the underlying domain into the similarity computation.

It is worth noting that all these measures mentioned above are some specific computation
methods by using different knowledge sources such as WordNet [20], Wikipedia [48], or Linked
Data [10] or different mathematical tools such as information content (IC) [63], pointwise mutual
information (PMI) [14], or latent semantic analysis (LSA) [19]. Furthermore, for the same kind of
knowledge source, different computation approaches for semantic similarity need different
contents of the knowledge source. For example, in Wikipedia based similarity measures, IC-
based measures need the category structure of Wikipedia, however, feature-based methods need
the articles (e.g., the redirect pages and hyperlinks) of Wikipedia. In fact, we can propose some
novel computation approaches for semantic similarity of concepts by exploiting new knowledge
sources or mathematical tools. Clearly, there are some issues in existing researches. Firstly, there
are lots of computation approaches of semantic similarity, however, there is not a unified
framework for these methods. Therefore, in practical applications it is difficult for the users to
choose which computation method for semantic similarity of concepts. Secondly, if two concepts
A and B belong to two heterogeneous knowledge sources, the semantic similarity between A and
B cannot be computed using existing methods. For example, if A∈WordNet, A∉DBpedia,
B∈DBpedia, and B∉WordNet, existing approaches cannot compute the semantic similarity sim(A,
B). Of course, if two concepts A and B belong to two homogeneous knowledge sources such as
two different domain ontologies built in the same language, the value of sim(A, B) can be
computed by using existing methods such as [8, 71].

To fill these gaps, this paper proposes an extensive study for semantic similarity of concepts
from which a unified framework for semantic similarity computation is presented. It should be
noted that Cross et al. [18] and Harispe et al. [32] have studied the unified framework issue for
semantic similarity measures. However, their works are different from our research in this paper:
Cross et al. [18] and Harispe et al. [32] present a framework for unifying ontology-based semantic
similaritymeasures, andwewill propose a unified framework for semantic similaritymeasures for
multiple heterogeneous knowledge sources [68] such as WordNet [20], ontologies [77],
Wikipedia [48], and Linked Data [10]. Based on our framework for semantic similarity of
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concepts, we give some generic and flexible approaches to semantic similarity measures resulting
from instantiations of the framework. The main contributions of this paper are as follows:

& The semantic representation and a unified framework for semantic similarity computation
of concepts are presented.

& Some generic and flexible approaches to semantic similarity measures of concepts
resulting from instantiations of the framework are provided.

& Several new approaches to semantic similarity computation of concepts that existing
methods cannot measure are proposed.

It is worth mentioning that semantic similarity measures can also be used in multimedia system
such as multimedia databases and retrieval, personalized electronic journals, multimedia
encyclopedias, digital libraries, executive information systems, and multimedia documents.
For example, in multimedia (e.g., image, audio or video) retrieval with text annotation, we may
use the semantic similarity of text to assist multimedia retrieval, where the computation of
semantic similarity of text can be implemented by exploiting semantic similarity measures of
concepts. Another example, in digital libraries or multimedia documents, there are many
image, audio, video, and text data. In a similar manner, we also can utilize the semantic
similarity of text to assist the processing (e.g., retrieval, classification, recommendation,
mining, and analysis) of digital libraries and multimedia documents. That is, semantic
similarity measure of concepts is also relevant to multimedia system.

The rest of the paper is organized as follows. In the next section, we briefly present the
related works on semantic similarity measures. Section 3 presents our unified framework for
semantic similarity computation of concepts. This includes the semantic representation of
concepts and a framework for semantic similarity computation. In Section 4, we investigate
several similarity measures resulting from instantiations of the framework. Section 5 is devoted
to presenting detail of experiments and evaluation of our approaches. Finally, in Section 6, we
draw our conclusion and present some perspectives for future research.

2 Related work

As a fundamental concept in theories of perception, behavior, social bonding, learning, and
judgment, the notion of similarity has been extensively studied for several decades. Many
researchers have endeavored to understand and represent the way humans judge the similarity
of two or more objects [12, 27, 51, 53, 76, 80]. Semantic similarity reflects the relationship
between the meaning of two concepts (words, entities, or terms), sentences (or short texts) or
documents (or texts) [21, 31, 54, 59]. The literature on semantic similarity measures is very
extensive, thus, we only focus on the measures that are evaluated in this work, that is, this
section takes an overview of the methods for semantic similarity measures for concepts.

As stated in Section 1, semantic similarity between concepts (semantic similarity for short)
can be computed based on a set of factors derived typically from a knowledge representation
model. Depending on the structure of the application context and its knowledge representation
model, various similarity measures have been proposed and different families of methods can
also be identified [51, 71]. These families are [37, 47, 51, 58]: (1) distance-based similarity
measures; (2) feature-based similarity measures; (3) statistical similarity measures; and (4)
hybrid similarity measures.
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2.1 Distance-based similarity measures

Modern research in this area starts with the work presented by Rada et al. [62]. Concretely,
Rada et al. propose to use the length of the shortest path between concepts as a measurement of
distance. Formally, their definition of conceptual distance is as follows:

Dist A;Bð Þ ¼ minimum number of edges separating a and b;

where A and B are the two concepts represented by the nodes a and b, respectively, in an is-a
semantic net [24].

The distance measure is converted to a similarity measure by subtracting the path length
from the maximum possible path length, which can be shown in the following equation:

Sim A;Bð Þ ¼ 2� Distancemax−Dist A;Bð Þ;
where Distancemax is the maximum possible path length [24].

The work proposed by Rada et al. [62] opens up the family of edge-counting semantic measures
and shows that conceptual distance (or similarity) between concepts in a semantic network is
proportional to the length of the path that links them [38]. The ideas of Rada et al. are followed by
other works such as Wu and Palmer [82], Leacock and Chodorow [39], Hirst and St-Onge [33], Li
et al. [41], Pedersen et al. [56], and Garla and Brandt [25] which also propose similarity measures
based on features derived from the length of shortest path between concepts. For example, themetric
presented by Wu and Palmer [82] relies on the fact that in is-a hierarchies, concepts that are more
distant from the root are more specific than the ones that are near the root. Formally, the conceptual
similarity between concepts A and B is defined as follows:

Sim A;Bð Þ ¼ 2� N 3

N1 þ N2 þ 2� N3
;

whereN1 (N2) is the number of edges on the path fromA (B) to LCS(A,B),N3 is the number of edges
on the path from LCS(A, B) to root, and LCS(A, B) means the least common subsumber (LCS) of
concept A and concept B [24].

Leacock and Chodorow [39] propose a non-linear adaptation of Rada’s distance to define
the similarity measure:

Sim A;Bð Þ ¼ −log
Dist A;Bð Þ

2�Max depth

� �
;

where Max_depth is the longest of the shortest paths linking a concept to the concept which
subsumes all the others [32]. It should be noted that the non-linear adaptation here means
logarithmic function of Rada’s distance, while the adaptation in [6] means runtime/semantic
adaptation and management of software to support source-code semantic flexibility.

Garla and Brandt [25] give a proposal for the normalization of the metric of Leacock and
Chodorow to the unit interval as follows [3]:

Sim A;Bð Þ ¼ 1−
log Dist A;Bð Þð Þ

log 2�Max depthð Þ :

Li et al. [41] introduce a family of ten different parametric similarity measures whose core idea
is the breaking down of the overall similarity function into a combination of functions linearly
or nonlinearly, where each base function relies on a different taxonomical feature such as the
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length of the shortest path between concepts, and the depth of the lowest common ancestor
[38]. One of the best measures among them is shown in the following equation:

Sim A;Bð Þ ¼ e−α*Dist A;Bð Þ � eβh−e−βh

eβh þ e−βh
;

where Dist(A, B) is the number of edges separating A and B, h is the depth of LCS of A and B,
α and β are parameters scaling the contribution of Dist(A, B) and h, α ≥ 0 and β > 0.

2.2 Feature-based similarity measures

Feature-based methods assume that concepts can be represented as sets of features. They
assess the similarity of concepts based on the commonalities among their feature sets: any
increase in common features among concepts results in a higher similarity score and any
decrease in shared features results in lower levels of similarity [51, 80]. For discrete-valued
vectors similarity measures are inspired by the comparison of sets and the cardinality of sets.
Some common set-inspired similarity measures for discrete-valued vectors include [45]:

Jaccard coefficient Jaccard A;Bð Þ ¼ jA∩Bj
jA∪Bj ;

Dice coefficient Dice A;Bð Þ ¼ 2� jA∩Bj
Aj j þ jBj ;

Salton Cosine coefficient SaltonCosine A;Bð Þ ¼ jA∩Bj
Aj j � jBj ;

where A and B denote the sets of features that correspond to concepts a and b.
The Tversky ration model [80] is defined by a weighted variant for the complement of the

symmetric difference between the feature sets of two concepts and considers the distinctive
characteristics of each concept (the features of one concept which are not part of the other):

Tversky A;Bð Þ ¼ jA∩Bj
A∩Bj j þ α A−Bj j þ βjB−Aj for α;β > 0;

where α and β represent the relative contribution of unique features of A and B in the similarity
value, respectively. The α and β parameters can be used to reflect the symmetric or asym-
metric nature of a given context: if α = β then Tversky(A, B) = Tversky(B, A) thus, the similarity
comparison is symmetric, otherwise, it is asymmetric (i.e., Tversky(A, B) ≠ Tversky(B, A)) [51].

With a perspective from set theory, the meaning of the Tversky measure is clear and well-
founded. However, the feature sets associated to each concept cannot be derived directly from
an ontology, which is a serious drawback for its practical implementation [38]. With the aim of
bridging the gap in the Tversky measure, Sanchez et al. [73] introduce a feature-based
dissimilarity measure which is based on the use of the common ancestors between concepts
as a measure of their degree of similarity:

Dis A;Bð Þ ¼ log2 1þ φ Að Þ−φ Bð Þj j þ φ Bð Þ−φ Að Þj j
φ Að Þ−φ Bð Þj j þ φ Bð Þ−φ Að Þj j þ φ Að Þ∩φ Bð Þj j

� �
;
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where φ(C) = {D∈AllCons| C ≤D}, AllCons is the set of concepts of a given ontology, and ≤ is
a binary relation (i.e., concept subsumption).

The definition of the set of features such as the set of synonyms (called synsets in
WordNet), definitions (i.e., glosses, containing textual descriptions of word senses), and the
set of subconcepts (or subclasses, subcategories) is crucial in feature-based measures.

The Rodriguez and Egenhofer measure [65] is computed as the weighted sum of similarities
between synsets, features (e.g., meronyms, attributes, etc.) and semantic neighborhoods (those
linked via semantic pointer) of two concepts A and B:

Sim A;Bð Þ ¼ w � Ssynsets A;Bð Þ þ u � Sfeatures A;Bð Þ þ v � Sneighborhoods A;Bð Þ for w; u; v≥0:
Weights assigned to w, u, and v depend on the characteristics of the ontologies. Only common
specification components can be used in a similarity assessment. Their respective weights add
up to 1.0.

X-Similarity [58] relies on matching between synsets and term description sets. The term
description sets contains words extracted by parsing term definitions (“glosses” in WordNet or
“scope notes” in MeSH). Two terms are similar if their synsets or description sets or, the
synsets of the terms in their neighborhood (e.g., more specific and more general terms) are
lexically similar. The similarity function is expressed as follows:

Sim A;Bð Þ ¼ 1; if Ssynsets A;Bð Þ > 0
max Sneighborhoods A;Bð Þ; Sdescriptions A;Bð Þ� �

; if Ssynsets A;Bð Þ ¼ 0

�
:

Jiang et al. [37] investigate some feature-based approaches to semantic similarity assessment of
concepts usingWikipedia and give the following framework for feature-based similarity using the
sets of all synonym sets, gloss sets, anchor sets, and category sets of Wikipedia concepts:

Sim(A, B) = Sconcepts(Ssynonyms(SynonymsA, SynonymsB), Sglosses(GlossesA,GlossesB),
Sanchors (AnchorsA, AnchorsB), Scategories(CategoriesA,CategoriesB)).

2.3 Statistical similarity measures

Statistical similarity measures incorporate statistics derived from various aspects of the
underlying domain into the similarity computation [51]. Several approaches use the popularity
of terms in a document as a measure of their informativeness and use this as a basis for
measuring the similarity [34, 38, 42, 51, 63, 64, 71, 72]. These approaches are also known as
Information Content (IC)-based measures.

Resnik [63] proposes an IC-based method which is not sensitive to the problem of varying
link distance. They assume that the information shared by two concepts is indicated by the IC
of the concepts that subsume them in a net (e.g. WordNet) [24]:

Sim A;Bð Þ ¼ IC LCS A;Bð Þð Þ;
where IC(C) = −log(p(C)) and p(C) is the probability of encountering an instance of concept C
in a given corpus (e.g. Brown Corpus).

Resnik’s metric has two problems: any pair of concepts (words) with the same LCS will
have the same semantic similarity; similarity between the same concepts (words) is not equal
to one [24]. To correct these problems, Lin [42], Jiang and Conrath [35] propose their
methods. Jiang and Conrath represent their metric as follows [35, 38]:
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Distance A;Bð Þ ¼ IC Að Þ þ IC Bð Þ−2� IC LCS A;Bð Þð Þ and
Sim A;Bð Þ ¼ 1−

Distance A;Bð Þ
2

:

Lin’s similarity function [42] is expressed as follows:

Sim A;Bð Þ ¼ 2� IC LCS A;Bð Þð Þ
IC Að Þ þ IC Bð Þ :

Recently, there are many researches in IC-based semantic similarity measure [4, 34, 51]. For
example, Jiang et al. [34] present several new methods to IC computation of a concept and
similarity computation between two concepts drawn from Wikipedia category structure. Since
Wikipedia category structure is a graph, naturally, the semantic similarity between concepts
can be assessed by extending traditional information theoretic approaches (i.e., IC-based
approaches).

All the IC-based similarity measures require an IC model. An IC model is a concept-valued
function that assigns an IC value to each concept [38]. Except the corpus-based IC models [24,
35] [38, 42], some intrinsic IC models are developed. The pioneering work is the intrinsic IC
model of Seco et al. [75]. Some new intrinsic IC models are also proposed [28, 49, 70, 72]. For
example, in a recent work, Sanchez et al. [72] propose estimating the IC value of concept C as
the ratio between the number of leaves on the taxonomical hierarchy under the concept C (as a
measure of C’s generality) and the number of taxonomical subsumers above C including itself
(as a measure of C’s concreteness). Formally,

IC Cð Þ ¼ −log

jleaves Cð Þj
jsubsumers Cð Þj þ 1

max leavesþ 1

0
BB@

1
CCA;

where leaves(C) is the set of concepts found at the end of the taxonomical tree under concept C
and subsumers(C) is the complete set of taxonomical ancestors of C including itself. The ratio
is normalized by the least informative concept (i.e., the root of the taxonomy), for which the
number of leaves is the total amount of leaves in the taxonomy (max_leaves) and the number
of subsumers including itself is 1. To produce values in the range [0, 1] (i.e., in the same range
as the original probability) and avoid log(0) values, 1 is added to the numerator and
denominator.

Other approaches such as pointwise mutual information (PMI) [14] and vector-based
methods such as latent semantic analysis (LSA) [19] and explicit semantic analysis (ESA)
[23] can be classified as statistical semantic similarity measures as they use functions of term
frequency for computing the similarity [51].

2.4 Hybrid similarity measures

A number of approaches can be classified as hybrid methods: they are based on combinations
of some of the above presented methods. For example, Pirro [60] presents a similarity metric
combining the feature-based and information theoretic theories of similarity. In particular, the
proposed metric exploits the notion of intrinsic IC which quantifies IC values by scrutinizing
how concepts are arranged in an ontological structure. Meng et al. [50] introduce a variant of
the Lin measure [42], concretely, the similarity measure of Meng et al. [50] is a hybrid measure
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that combines the Lin IC-based measure with a power factor based on the shortest path length
between concepts. In IS-A taxonomies, intrinsic IC (IIC) [75] incorporates the number of
subclass of a concept for estimating the information content: the higher the number of subclass
of a term, the lower its informativeness [51]. IIC has also been combined with feature-based
[60] and edge counting methods [61, 78]. Gao et al. [24] propose an approach to calculate the
semantic similarity between word pairs based on WordNet, specifically, they present an
approach for semantic similarity measuring which is based on edge-counting and IC theory.

3 A framework for semantic similarity computation

To compute the semantic similarity sim(A, B) for two concepts A and B, we firstly need to get some
related information such as synonyms or taxonomy structures of A and B from certain knowledge
source such as WordNet [20] or domain ontologies [77]. For example, if users want to evaluate
Sim(A, B) using IC-based measures, the users must have a taxonomy structure T (or two homoge-
neous taxonomy structures T1 andT2) such thatA,B∈T (orA∈T1 andB∈T2). IfA andB belong to two
different heterogeneous knowledge sources such as A∈WordNet and B∈DBpedia, Sim(A, B) cannot
be computed using existing IC-based methods. Similarly, to compute Sim(A, B), distance-based
measures or feature-based measures also need some related information of A and B. If these related
information comes from different knowledge sources, existing distance-based or feature-based
measures also cannot compute Sim(A, B). On the other hand, when we compute Sim(A, B), the
more related information of A and B we get, the more accurate result of Sim(A, B) can be obtained.
Therefore, we need to get as much related information for A and B as possible from different
knowledge sources in order to better computation of Sim(A, B). For instance, we can get the
synonyms or taxonomy structures of A (or B) viaWordNet [20], domain ontologies [77],Wikipedia
[34, 37], DBpedia [11] or YAGO [79]. Obviously, we have to integrate these related information of
A and B that comes from different (heterogeneous) knowledge sources. To this end, we first present
the notion of semantic representation of concepts in theory. We then give a framework for semantic
similarity computation based on the semantic representation of concepts.

3.1 Semantic representation of concepts

How to represent a concept for semantic similarity computation? Because the semantic informa-
tion of a concept may come frommultiple knowledge sources, in particular, with the development
of information technology, some new knowledge sources might be developed, we need a flexible
way to represent the semantic information of a concept. Let us see an example.

Example 1. Consider a conceptC1 =Artificial Intelligence. Clearly, fromWordNet,Wikipedia
and DBpedia we know that C1∈WordNet, C1∈Wikipedia, and C1∈DBpedia. From WordNet
we know that the set of synonyms ofC1 is synonyms(C1) = {AI}. FromWikipedia or DBpedia
we have that the set of synonyms ofC1 is synonyms(C1) = {AI,Machine Intelligence,Cognitive
System, Computational Rationality, Soft AI,…}. Similarly, fromWordNet we also know that
C1 has a taxonomy structure (tree structure) TSWordNet(C1) (see Fig. 1), and C1 has a taxonomy
structure (graph structure) TSWikipedia(C1) (see Fig. 2) or knowledge network (graph structure)
TSDBpedia(C1) (see Fig. 3) fromWikipedia or DBpedia, respectively. Of course, we also can get
other semantic information such as glosses for C1 from WordNet, Wikipedia, DBpedia, or
YAGO.
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Consider another concept C2 = Semantic Web. From WordNet, Wikipedia and DBpedia we
know that C2∉WordNet, C2∈Wikipedia, and C2∈DBpedia. Clearly, we cannot obtain the
semantic information such as synonyms or taxonomy structure of C2 fromWordNet, however,
the information can be obtained from Wikipedia or DBpedia.

Now we propose the definition of semantic representation of concepts.

entity

=> abstract entity

=> abstraction

=> psychological feature

=> cognition, knowledge, noesis

=> content, cognitive content, mental object

=> knowledge domain, knowledge base

=> discipline, subject, subject area, subject field, field, field of study, study, 

bailiwick, branch of knowledge

=> engineering, engineering science, applied science, technology

=> computer science, computing

=> artificial intelligence, AI

=> robotics

=> machine translation, MT

Fig. 1 Taxonomy structure of Artificial Intelligence in WordNet

Fig. 2 Taxonomy structure of Artificial Intelligence in Wikipedia
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Fig. 3 Knowledge network of Artificial Intelligence in DBpedia

concept con

semantic information SI1

knowledge source KR1: value1

knowledge source KR2: value2

...

knowledge source : 

semantic information SIn

knowledge source KR1: value1

...

.

.

.

knowledge source KR2: value2

...

knowledge source : 

Fig. 4 Semantic representation of concepts
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Definition 1. Let con be a concept. The semantic representation of concept con is defined
as follows:

con ¼ SI1 conð Þ; SI2 conð Þ;…; SIn conð Þh i;
where the ith semantic information SIi(con) of con (1 ≤ i ≤ n) is as below:

SIi conð Þ ¼ KSi1 : valuei1h i; KSi2 : valuei2h i;…; KSim : valueimh ih i;
where KSi j (1 ≤ j ≤m) means the jth knowledge source of SIi(con), and valuei j is the value of
SIi(con) from KSi j in 〈KSi j : valuei j 〉.

The semantic representation of concept con can be shown in Fig. 4.
To understand Definition 1, let us see a simple example.

Example 2. From Example 1 we have the following:

Artificial Intelligence ¼ 〈glosses Artificial Intelligenceð Þ; synonyms Artificial Intelligenceð Þ;…;

taxonomy structure Artificial Intelligenceð Þ〉;

where glosses, synonyms, …, and taxonomy structure represent the titles of all semantic
information of Artificial Intelligence, and.

glosses(Artificial Intelligence) = 〈〈WordNet: the branch of computer science that deal
with writing computer programs that can solve problems creatively, …〉,
…,
〈Wikipedia: Artificial intelligence (AI), sometimes
called machine intelligence, is intelligence demonstrated
by machines, …〉〉,
synonyms(Artificial Intelligence) = 〈〈WordNet: {AI}〉, …, 〈Wikipedia: {AI, Machine
Intelligence, Cognitive System, Computational
Rationality, Soft AI, …}〉〉,
taxonomy structure(Artificial Intelligence) = 〈〈WordNet: TSWordNet〉, …,
〈Wikipedia: TSWikipedia〉〉.

Remark 1. The semantic representation of concepts in Definition 1 is a flexible represen-
tation mechanism. On one hand, we don’t fix the numbers and kinds of semantic
information of a concept, that is, users may add different semantic information such as
hyponym (or sub-concept), hypernym (or super-concept), category, path, or seealso to
semantic representation of concepts.

On the other hand, for any semantic information of concepts, we may obtain its value from
multiple knowledge sources such as WordNet, domain ontologies (e.g., MeSH [44] or
SNOMED CT [40]), Wikipedia, DBpedia, or YAGO. It is worth noting that the types of the
values of different semantic information may be different, for instance, the types of the values
of synonyms, glosses, or taxonomy structure are set, string, or tree (graph), respectively.
Clearly, for some semantic information, its values from multiple knowledge sources can be
integrated (merged). For example, the values of synonyms from different knowledge sources
can be combined by using operation union in set theory, and the values of glosses from
multiple knowledge sources may be merged by using operation concatenation of string. We
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call such semantic information as operable (denoted by ⊕, see Definition 2). Of course, some
semantic information such as taxonomy structure is inoperable.

For the sake of convenience, we use string to represent the types of values of all semantic
information. Our notation for the encoding of the value v of semantic information into its
representation as a string is 〈v〉 such as 〈TSWordNet〉 and 〈TSWikipedia〉.

Definition 2. Let 〈SI1(con), SI2(con), …, SIn(con)〉 be the semantic representation of a
concept con, where SIi(con)=〈〈KSi1 : valuei1 〉, 〈KSi2 : valuei2 〉, …, 〈KSim : valueim 〉〉. If SIi(con)
is operable, its values valuei1 , valuei2 , …, and valueim from KSi1 , KSi2 , and KSim respectively
can be merged by the following operator: valuei=valuei1⊕valuei2⊕…⊕valueim , where ⊕
denotes integration (or combination) operator of multiple values of same type such as ∪ for
sets and + for strings.

SIi(con) is extended as follows:
SIi(con)=〈〈KSi1 : valuei1 〉, 〈KSi2 : valuei2 〉, …, 〈KSim : valueim 〉, 〈KSi1 ;KSi2 ;…;KSim : valuei〉〉.
In fact, for any {〈KSis : valueis 〉, …, 〈KSit : valueit 〉}⊆{〈KSi1 : valuei1 〉, 〈KSi2 : valuei2 〉, …,

〈KSim : valueim 〉}, we may have the following:
valuei’=valueis⊕…⊕valueit ,
SIi(con) can be extended as SIi(con)=〈〈KSi1 : valuei1 〉, …, 〈KSim : valueim 〉, 〈KSis ;…;KSit :

valuei’〉〉.

Example 3. From Example 2 we know that the glosses of Artificial Intelligence can be
merged as follows:

〈WordNet, …, Wikipedia: “the branch of computer science that deal with writing
computer programs that can solve problems creatively, …”+…+“Artificial intelligence
(AI), sometimes called machine intelligence, is intelligence demonstratedbymachines,…”〉.

3.2 A framework for semantic similarity computation

Given two concepts A and B, we firstly need to obtain their semantic information in order to
compute semantic similarity between them. Clearly, we can get their semantic information from
the semantic representation 〈SI1(A), SI2(A),…, SIn(A)〉 and 〈SI1(B), SI2(B),…, SIn(B)〉 of A and B,
respectively. Because there are lots of semantic information in A and B, we can design different
similarity computation methods by using different semantic information. For example, feature-
based measures need some features such as glooses, synonyms, hyponyms (sub-concepts),
hypernyms (super-concepts), or categories, but IC-based measures need certain taxonomy struc-
ture (tree structure or graph structure). To unify these similarity measures (e.g., distance-based,
feature-based, or IC-based measures) between two concepts, we need a framework for these
semantic similarity measures.

Definition 3. Let A = 〈SI1(A), SI2(A), …, SIn(A)〉 and B = 〈SI1(B), SI2(B), …, SIn(B)〉 be
semantic representation of two concepts, where SIi(A)=〈〈KSi1 : valuei1 〉, 〈KSi2 : valuei2 〉,…,
〈KSim : valueim 〉〉 and SIi(B)= 〈〈KSi1 : valuei1

0
〉, 〈KSi2 : valuei2

0
〉, …, 〈KSim : valueim

0
〉〉. The

semantic similarity between A and B, denoted as Sim(A, B), is the function Sim: CON×CON
→ [0, 1], and is defined as follows:
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Sim A;Bð Þ ¼ SimconceptsðSimSI1 ESetSI1;ESetSI10ð Þ; SimSI2 ESetSI2;ESetSI20ð Þ;…;

SimSIn ESetSIn;ESetSIn0ð ÞÞ;
where (1) SimSIi (ESetSIi, ESetSIi′) (1 ≤ i ≤ n) is the similarity measure of semantic information
SIi(A) and SIi(B), concretely, SimSIi is the function SimSIi : SetSIi × SetSIi′→ [ai, bi], where ai,
bi∈R+∪ {0}, ai ≤ bi, R+∪{0} denotes the set of non-negative real numbers.

(2) Simconcepts is the function Simconcepts: [a1, b1] ×… × [an, bn]→ [0, 1].
(3) CON stands for the set of all concepts, SetSIi and SetSIi′ denote the set of all values of semantic

information SIi(A) and SIi(B) respectively, formally, SetSIi= {〈valuei1 〉∪〈valuei2 〉∪…∪ 〈valueim 〉} and
SetSIi′={〈 valuei1

0
〉∪〈 valuei2

0
〉∪…∪〈 valueim

0
〉}, ESetSIi∈SetSIi, and ESetSIi′ ∈SetSIi′.

Example 4. Let A and B be two concepts, A = 〈glosses(A), synonyms(A), taxonomy(A)〉
and B = 〈glosses(B), synonyms(B), taxonomy(B)〉 be semantic representation of concepts A
and B, where

glosses Að Þ ¼ WordNet : gWordNet Að Þh i; Wikipedia : gWikipedia Að Þ
D E

; DBpedia : gDBpedia Að Þ
D ED E

;

glosses Bð Þ ¼ WordNet : gWordNet Bð Þh i; Wikipedia : gWikipedia Bð Þ
D E

; DBpedia : gDBpedia Bð Þ
D ED E

;

synonyms Að Þ ¼ WordNet : sWordNet Að Þh i; Wikipedia : sWikipedia Að Þ� �
; DBpedia : sDBpedia Að Þ� �� �

;
synonyms Bð Þ ¼ WordNet : sWordNet Bð Þh i; Wikipedia : sWikipedia Bð Þ� �

; DBpedia : sDBpedia Bð Þ� �� �
;

taxonomy Að Þ ¼ WordNet : tWordNet Að Þh i; Wikipedia : tWikipedia Að Þ� �
; DBpedia : tDBpedia Að Þ� �� �

; and
taxonomy Bð Þ ¼ WordNet : tWordNet Bð Þh i; Wikipedia : tWikipedia Bð Þ� �

; DBpedia : tDBpedia Bð Þ� �� �

By Definition 3, we have the following:

Sim A;Bð Þ ¼ SimconceptsðSimglosses gWordNet Að Þ∪gWikipedia Að Þ∪gDBpedia Að Þ; gWordNet Bð Þ∪gWikipedia Bð Þ∪gDBpedia Bð Þ
	 


;

Simsynonyms sWordNet Að Þ∪sWikipedia Að Þ∪sDBpedia Að Þ; sWordNet Bð Þ∪sWikipedia Bð Þ∪sDBpedia Bð Þ� �
;

Simtaxonomy tWordNet Að Þ∪tWikipedia Að Þ∪tDBpedia Að Þ; tWordNet Bð Þ∪tWikipedia Bð Þ∪tDBpedia Bð Þ� �Þ:
From Definition 3 and Example 4 we know that the framework for semantic similarity
measures is very generic. For any similarity function SimSIi : SetSIi × SetSIi′→ [ai, bi], there
are many concrete implementation methods. Formally, for any {〈valueis 〉, …,
〈valueit 〉}⊆{〈valuei1 〉, 〈valuei2 〉, …, 〈valueim 〉}, we can define a similarity function as follows
from the perspective of knowledge sources:

SimSIi : < valueis > ∪…∪ < valueit >f g � < valueis
0 > ∪…∪ < valueit

0 >f g→ ai; bi½ �
For example, in Example 4 part of the definitions of function Simglosses can be defined as
follows:

Simglosses : gWordNet Að Þ � gWordNet Bð Þ→ a; b½ �; gWordNet Að Þ
�gWikipedia Bð Þ→ a; b½ �; or gWordNet Að Þ∪gWikipedia Að Þ
�gWordNet Bð Þ∪gWikipedia Bð Þ→ a; b½ �:

From the perspective of mathematical tools of semantic similarity measures, we may use different
mathematical tools such as IC [63], PMI [14], LSA [19], ESA [23], or Jaccard and Dice coefficients
[45] for simSIi (ESetSIi, ESetSIi′) (1 ≤ i ≤ n) in Definition 3. For instance, we can define Simglosses and
Simsynonyms using ESA, Jaccard or Dice coefficients, and define Simtaxonomy using IC.
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Lastly, the function Simconcepts in Definition 3 is also very flexible. Generally speaking, we
may implement Simconcepts by introducing some simple functions such as max, min, or average.

Now we give the implementation method of the framework for semantic similarity
measures.

Remark 2. In Algorithm 1, the sets {SI
1

, SI
2

, …, SI
n

} and {KS
1

, KS
2

, …, KS
m

} can be
specified by users or experts. The value of SI

i

(A) and SI
i

(B) may be obtained from
knowledge sources automatically. In fact, we may obtain the values of SI

i

(A) and
SI

i

(B) offline. If we cannot get 〈KS
j

: valuei j 〉 (resp., 〈KS
j

: valuei j
0〉) of SI

i

(A) (resp.,
SI

i

(B)), we may assign 〈KS
j

: valuei j 〉=ϕ (resp., 〈KS
j

: valuei j
0〉=ϕ). In Step (5) of

Algorithm 1, we can assign lots of similarity functions for each SI
i

∈{SI
1

, SI
2

, …,
SI

n

} in theory. However, we can selectively set up similarity functions according to the
complementarity of knowledge sources in practical applications.

For example, let us consider knowledge sources {WordNet, Wikipedia, MeSH}. It is well
known that WordNet is a large lexical database, Wikipedia is a free online encyclopedia, and

Algorithm 1. Implementation of the framework for similarity measures
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MeSH is a hierarchically-organized terminology for indexing and cataloging of biomedical
information. Clearly, these are three complementary knowledge sources. If we only consider
semantic information glosses and taxonomy (see Example 4), we may set up the following
similarity functions:

Simglosses : glossesWordNet Að Þ � glossesWordNet Bð Þ→ a; b½ �; Simglosses

: glossesWikipedia Að Þ � glossesWikipedia Bð Þ→ a; b½ �; Simglosses

: glossesWordNet Að Þ∪glossesWikipedia Að Þ
� glossesWordNet Bð Þ∪glossesWikipedia Bð Þ→ a; b½ �; Simtaxonomy

: taxonomyWordNet Að Þ � taxonomyWordNet Bð Þ→ a; b½ �; Simtaxonomy

: taxonomyMeSH Að Þ � taxonomyMeSH Bð Þ→ a; b½ �; andthtrueinSimtaxonomy

: taxonomyWikipedia Að Þ � taxonomyWikipedia Bð Þ→ a; b½ �:

If A∈Wikipedia, A∉WordNet, A∉MeSH, B∈MeSH, B∉WordNet, and B∉Wikipedia, then we also
can give the similarity functions as follows:

Simtaxonomy : taxonomyWikipedia Að Þ � taxonomyMeSH Bð Þ→ a; b½ �:
Obviously, all existing methods of similarity computation can be obtained by instantiating the
framework (Definition 3), that is, all existing approaches to similarity measures (including
distance-based measures, feature-based measures, statistical measures, and hybrid measures,
see Section 2 for more details) can result from instantiations of the framework. Concretely,
existing methods to similarity measures consider only one knowledge source such as
WordNet, Wikipedia, domain ontology, or DBpedia, thus, in Step (5) of Algorithm 1 there
is only one kind of similarity function for each SIi∈{SI1, SI2,…, SIn}. Clearly, in addition to the
existing similarity computation methods, we can get a lot of new similarity measure methods
by instantiating the framework, in particular, we may obtain some new approaches to
similarity measures that existing methods cannot deal with by introducing multiple knowledge
sources.

4 Some approaches for measuring semantic similarity

In Section 3 our framework for semantic similarity of concepts is proposed. In this
section we give some generic and flexible approaches to similarity measures by
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instantiating the framework. As stated in Section 3, all existing approaches can result
from instantiations of our framework, the instantiation method is as follows:

In what follows, we present some new similarity measures that existing methods cannot
deal with by instantiating the framework. Similarly to existing similarity measures, we also
give three families of similarity measure methods: (1) IC-based similarity measures; (2)
distance-based similarity measures; and (3) feature-based similarity measures. Based on these
three similarity measure families, we will naturally get hybrid similarity measures.

4.1 IC-based measures under multiple knowledge sources

In the framework in Definition 3 or Algorithm 1, to implement IC-based similarity measures,
we need one or multiple taxonomy structures (tree structures or graph structures). Suppose that
A and B are two concepts, KS1, KS2, …, KSm are knowledge sources, and T1, T2, …, Tm are
taxonomy structures in KS1, KS2, …, KSm, respectively.

If there exists a taxonomy structure Ti (1 ≤ i ≤m) such that A, B∈Ti, it is easy to get
the LCS (least common subsumber) for A and B in Ti. Furthermore, we can compute
Sim(A, B) by using IC-based similarity measure methods (see Section 2.3). However, if
there does not exist any taxonomy structure Ti (1 ≤ i ≤m) such that A, B∈Ti, that is, for
any taxonomy structure Ti (1 ≤ i ≤m), either A∈Ti, B∉Ti, or A∉Ti, B∈Ti, how should we
compute Sim(A, B) by using IC-based measures at this time (or how to find the LCS for
A and B by using KS1, …, KSm)? To solve this problem, we propose some new IC-
based similarity measures for concepts.

Without loss of generality, suppose that all knowledge sources that we consider are the set
AllKS = {KS1, KS2,…, KSm}, and there exist some knowledge sources KSA = {KSk, KSk + 1,…,
KSl} ⊆ AllKS and KSB = {KSs, KSs + 1,…, KSt} ⊆ AllKS such that for any KSi∈KSA and
KSj∈KSB we have the following:

A∈Ti, A∉Tj, B∈Tj, B∉Ti, where T1, T2,…, Tm are taxonomy structures of KS1, KS2,…, KSm,
respectively.

Algorithm 2. Obtain existing approaches by instantiating the framework
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Obviously, there is no LCS for A and B in Ti (or Tj), thus, we cannot compute Sim(A, B) only by
considering Ti (or Tj). Now we give some methods for Sim(A, B) by considering both Ti and Tj.

Definition 4. Let T be a taxonomy structure and concept subsumption (<T) be a binary
relation <T: CON×CON, being CON the set of all concepts, where A < TC means that A is
a subconcept of C or C is a parent concept of A in T. A < TC iff C > TA, that is, A > TC
means that A is a parent concept of C or C is a subconcept of A in T. A ≤ TC iff A < TC or
A =C (i.e., A and C are two identical concepts). A ≥ TC iff A > TC or A =C. We define the
set of subconcepts, superconcepts, hyponyms, and hypernyms of a concept A∈CON
w.r.t T as follows:

subconcepts A;Tð Þ ¼ C ∈CON j C < TAf g;
superconcepts A;Tð Þ ¼ C ∈ CON j C > TAf g;
hyponyms A; Tð Þ ¼ fC∈CON j∃C1;C2;…;Cn−1;Cn∈CON

∧n≥2∧C1 ¼ A∧Cn ¼ C∧C1 > TC2∧…∧Cn−1 > TCn∧C1≠C2≠…≠Cn−1≠Cng;
hypernyms A;Tð Þ ¼ fC∈CON j∃C1;C2;…;Cn−1;Cn∈CON∧

n≥2∧C1 ¼ A∧Cn ¼ C∧C1 < TC2∧…∧Cn−1 < TCn∧C1≠C2≠…≠Cn−1≠Cng:

Clearly, we have that subconcepts(A, T) ⊆ hyponyms(A, T) and superconcepts(A, T) ⊆
hypernyms(A, T).

Definition 5. Let A, B∈CON be two different concepts (i.e., A ≠ B) and T be a taxonomy
structure. The set of walks between A and B w.r.t. T can be defined as follows:

walks(A, B, T) = {〈C1, C2, …, Cn〉| C1, C2, …, Cn∈CON ∧ C1 = A ∧ Cn = B ∧ (∀1 ≤ i < n, Ci∈
superconcepts(Ci + 1, T)) ∧ C1 ≠C2 ≠… ≠Cn-1 ≠Cn}.

Definition 6. Let Ti and Tj be two taxonomy structures, A, B∈CON be two different
concepts (i.e., A ≠ B), A∈Ti, A∉Tj, B∈Tj, and B∉Ti. The set of common ancestors of A and
B w.r.t. Ti and Tj is defined as follows:

CommonAnc A;B; Ti; T j
� � ¼ C∈CON j C∈hypernyms A; Tið Þ∧C∈hypernyms B; T j

� �� �
:

Definition 7. Let Ti and Tj be two taxonomy structures, A, B∈CON be two different
concepts (i.e., A ≠ B), A∈Ti, A∉Tj, B∈Tj, and B∉Ti. The set of GCS (Good Common
Subsumer) of A and B w.r.t. Ti and Tj can be defined as follows:

GCS A;B; Ti; T j
� �

¼ fC ∈ CON jC ∈ CommonAnc A;B; Ti;T j
� �

∧ p1∈ walks C;A; Tið Þ; p2
∈ walks C;B;T j

� �
; jp1j þ jp2j ¼ minD∈CommonAnc A;B;Ti;T jð Þ ; p0∈walks D;A;Tið Þ; p00∈walks D;B;T jð Þ jp0j þ jp″jf gg;

where |p| is the length of walk p, i.e., if p = 〈c1, c2, …, cn + 1〉, then |p| = |〈c1, c2, …, cn + 1〉| = n.
Based on the GCS for two concepts in two taxonomy structures (Definition 7), we can

present some new IC-based measures under multiple knowledge sources by extending tradi-
tional IC-based similarity measures (see Section 2.3) [35, 41, 42, 63, 72]. To compute semantic
similarity of two concepts A and B using IC-based measures, we firstly need to give some
approaches to IC computation for concepts.
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Definition 8. Let A∈CON be a concept and T be a taxonomy structure. The first IC of A
w.r.t. T is defined as follows:

IC f ir A; Tð Þ ¼ 1−
log hyponyms A; Tð Þ þ 1ð Þ

log jCONT jð Þ ;

where CONT denotes the set of all concepts in T.
In fact, ICfir(A, T) is an extension of the IC model of Seco et al. [75].

Definition 9. Let A∈CON be a concept and T be a taxonomy structure. The depth depth(A,
T) of A in T is defined as follows:

depth A; Tð Þ ¼ max jp j p∈walks root Tð Þ;A; Tð Þf g;where root Tð Þ is the root of T

Definition 10. Let A∈CON be a concept and T be a taxonomy structure. The set of leaves
of A in T is defined as follows:

leaves A; Tð Þ ¼ C∈CON j C∈hyponyms A; Tð Þ∧hyponyms C; Tð Þ ¼ ϕf g
Furthermore, we define the following:

maxleaves Tð Þ ¼ leaves root Tð Þ; Tð Þand maxdepth Tð Þ
¼ maxjp‖p∈walks root Tð Þ;A; Tð Þ;A∈maxleaves Tð Þ:

By extending the IC definitions of Zhou et al. [83] and Sanchez et al. [72], we can propose the
following approaches to IC computation.

Definition 11. Let A∈CON be a concept and T be a taxonomy structure. The second and
third ICs of A w.r.t. T are defined as follows:

ICsec A;Tð Þ ¼ γ 1−
log hyponyms A; Tð Þ þ 1ð Þ

log jCONT jð Þ
� �

þ 1−γð Þ log depth A; Tð Þ þ 1ð Þ
log maxdepth Tð Þð Þ

� �
;

ICthi A; Tð Þ ¼ − log

jleaves A;Tð Þj
jhypernyms A; Tð Þ∪ Af gj þ 1

jmaxleaves Tð Þj þ 1

0
BB@

1
CCA

where γ is a tuning factor that adjusts the weight of the two features involved in the IC
computation. We use γ = 0.5 in default.

Now we propose some new approaches to semantic similarity measures for concepts under
multiple knowledge sources by using GCS (Definition 7) and IC (Definitions 8 and 11). It is
worth noting that we can obtain lots of new IC-based measures by extending traditional IC-
based similarity measures. In this paper we only extend some classical IC-based measures.

Definition 12. Let Ti and Tj be two taxonomy structures, A, B∈CON be two different
concepts (i.e., A ≠ B), A∈Ti, A∉Tj, B∈Tj, and B∉Ti. The IC-based semantic similarity
SimIC1ord between A and B w.r.t. Ti and Tj can be defined as:
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SimIC1ord A;B; Ti; T jð Þ ¼ maxC∈GCS A;B;Ti;T jð ÞmaxICord C; Tið Þ; ICord C; T j
� �

;

where ICord = ICfir, ICsec, or ICthi. For example, if ICord = ICfir, SimIC1ord means SimIC1fir.
Clearly, SimICord is an extension of Resnik’s metric [63].
By extending the Lin’s metric [42], we can present another similarity measure for concepts.

Definition 13. Let Ti and Tj be two taxonomy structures, A, B∈CON be two different
concepts (i.e., A ≠ B), A∈Ti, A∉Tj, B∈Tj, and B∉Ti. The IC-based semantic similarity
SimIC2ord between A and B w.r.t. Ti and Tj can be defined as:

SimIC2ord A;B; Ti; T j
� � ¼ maxC∈GCS A;B;Ti;T jð Þ

2�max ICord C; Tið Þ; ICord C; T j
� �� �

ICord A; Tið Þ þ ICord B; T j
� �

( )
;

where ICord = ICfir, ICsec, or ICthi.
Obviously, we also can define a kind of similarity measure SimIC3ord by extending the

Jiang and Conrath’s metric [35].

Definition 14. Let Ti and Tj be two taxonomy structures, A, B∈CON be two different
concepts (i.e., A ≠ B), A∈Ti, A∉Tj, B∈Tj, and B∉Ti. The IC-based semantic similarity
SimIC3ord between A and B w.r.t. Ti and Tj can be defined as:

SimIC3ord A;B; Ti; T j
� � ¼ 1−

Distance A;B; Ti; T j
� �
2

;

where Distance(A, B, Ti, Tj) =.

ICord A; Tið Þ þ ICord B;T j
� �

−2�maxC∈GCS A;B;Ti;T jð Þ max ICord C; Tið Þ; ICord C;T j
� �� �� �

;

ICord ¼ ICfir; ICsec; or ICthi:

From Definitions 12-14 we know that SimIC1ord, SimIC2ord, and SimIC3ord are based on two
knowledge sources. In fact, we need multiple knowledge sources in practical applications in
order to obtain better results. Therefore, we have to give some similarity measures for multiple
knowledge sources.

Definition 15. Let AllTS = {T1, T2,…, Tm} be all taxonomy structures, TSA = {Tk, Tk + 1,…,
Tl} ⊆ AllTS and TSB = {Ts, Ts + 1,…, Tt} ⊆ AllTS. For any Ti∈TSA and Tj∈TSB, we have that
A∈Ti, A∉Tj, B∈Tj, B∉Ti. The IC-based semantic similarity measures SimIC1Mord,
SimIC2Mord, and SimIC3Mord between A and B w.r.t. multiple taxonomy structures TSA
and TSB can be defined as:

SimIC1Mord A;B; TSA; TSBð Þ ¼ maxli¼kmaxtj¼s SimIC1ord A;B; Ti; T j
� �� �

;

SimIC2Mord A;B; TSA; TSBð Þ ¼ maxli¼kmaxtj¼s SimIC2ord A;B; Ti; T j
� �� �

; and:

SimIC3Mord A;B; TSA; TSBð Þ ¼ maxli¼kmaxtj¼s SimIC3ord A;B; Ti; T j
� �� �

:

The IC-based semantic similarity measure SimIC between A and B w.r.t. TSA and TSB and all
baseline measures can be defined as:
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SimIC A;B; TSA; TSBð Þ
¼ maxli¼kmaxtj¼s SimIC1ord A;B; Ti;T j

� �
; SimIC2ord A;B; Ti;T j

� �
; SimIC3ord A;B; Ti; T j

� �� �
:

In order to compare the values of different similarities SimIC1ord, SimIC2ord, and SimIC3ord,
we normalize the value of each similarity.

Remark 3. In Definition 15, SimIC1Mord, SimIC2Mord, and SimIC3Mord are extensions of
SimIC1ord, SimIC2ord, and SimIC3ord, respectively. That is, SimIC1ord, SimIC2ord, and
SimIC3ord are based on two taxonomy structures, and SimIC1Mord, SimIC2Mord, and
SimIC3Mord are based on multiple taxonomy structures.

On the other hand, if we give some new IC computation approaches (e.g., ICfou), SimIC1ord,
SimIC2ord, and SimIC3ord can be expanded accordingly (e.g., SimIC1fou, SimIC2fou, SimIC3fou).
Furthermore, SimIC1Mord, SimIC2Mord, and SimIC3Mord also can be expanded accordingly
(e.g., SimIC1Mfou, SimIC2Mfou, SimIC3Mfou). Obviously, if we consider other baseline mea-
sures, we also can obtain some new similarity measures such as SimIC4ord and SimIC4Mord by
instantiating our framework.

The similarity measure SimIC can be based on multiple taxonomy structures and baseline
measures, clearly, it is easy to extend SimIC when we add new similarity measures for two or
multiple taxonomy structures. For example, if a new measure SimIC4ord is provided, SimIC
can be expanded as follows:

SimIC A;B; TSA; TSBð Þ ¼ maxli¼kmaxtj¼sfSimIC1ord A;B; Ti; T j
� �j SimIC2ord A;B; Ti; T j

� �
;

SimIC3ord A;B; Ti; T j
� �

; SimIC4ord A;B; Ti; T j
� �g:

Lastly, it is worth noting that the condition of Definition 15 can be relaxed as follows:
Let AllTS = {T1, T2,…, Tm} be all taxonomy structures, TSA = {Tk, Tk + 1,…, Tl} ⊆ AllTS and

TSB = {Ts, Ts + 1,…, Tt} ⊆ AllTS. For any Ti∈TSA and Tj∈TSB, we have that A∈Ti and B∈Tj.
If TSA∩TSB≠ϕ, traditional IC-based measures under one taxonomy structure are included

in this framework of Definition 15. For example, if Tu∈TSA∩TSB, SimICNord(A, B, Tu, Tu)
(N = 1, 2, 3) is based on one taxonomy structure.

The relationships among all definitions of IC-based measures under multiple knowledge
sources are shown as Fig. 5.

4.2 Distance-based measures under multiple knowledge sources

Similarly to IC-based measures under multiple knowledge sources (see Section 4.1), in the
framework in Definition 3 or Algorithm 1, we also need one or multiple taxonomy structures
(tree structures or graph structures) in order to implement distance-based similarity measures.
Assume that A and B are two concepts, KS1, KS2, …, KSm are knowledge sources, and T1, T2,
…, Tm are taxonomy structures in KS1, KS2, …, KSm, respectively. Clearly, if there exists a
taxonomy structure Ti (1 ≤ i ≤m) such that A, B∈Ti, it is easy to compute Sim(A, B) by using
distance-based similarity measures (see Section 2.1). However, if there does not exist any
taxonomy structure Ti (1 ≤ i ≤m) such that A, B∈Ti, we need some new distance-based
similarity measures.
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Let all knowledge sources be the set AllKS = {KS1, KS2, …, KSm}. Suppose that KSA = {
KSk, KSk + 1,…, KSl} ⊆ AllKS and KSB = {KSs, KSs + 1,…, KSt} ⊆ AllKS, and for any KSi∈KSA
and KSj∈KSB we have that A∈Ti, A∉Tj, B∈Tj, and B∉Tj. Obviously, there is no a path between
A and B in Ti (or Tj), thus, we cannot compute Sim(A, B) only by considering Ti (or Tj). Now
we give some methods for sim(A, B) by considering both Ti and Tj.

Assume that part of Ti and Tj are shown as Fig. 6.
Obviously, if there exists a concept C, such that C∈Ti, C∈Tj, C is a super-concept of A in Ti,

and C is also a super-concept of B in Tj (see Fig. 6), we can find a path between A and B in Ti
and Tj, formally, the path is made up of two paths A→C (the bold solid line in Ti) and B→C
(the bold solid line in Tj), that is, there are four edges between A and B in this path.

Similarly, if there exists a conceptD, such thatD∈Ti,D∈Tj,D is a sub-concept ofA in Ti, andD
is also a sub-concept of B in Tj (see Fig. 6), we also may find another path between A and B in Ti
and Tj, formally, the path is made up of two paths A→D (the bold dotted line in Ti) and B→D
(the bold dotted line in Tj), that is, there are five edges between A and B in this new path.

Furthermore, we can compute Sim(A, B) by making use of these paths. It’s obvious that we
meet a problem here: How to obtain the common super-concept or common sub-concept that
we need such as C and D in Fig. 6? Because there may be multiple common super-concepts or
common sub-concepts, for example, both C and E are super-concepts of A (resp., B) in Ti
(resp., Tj), and both D and F are sub-concepts of A (or B) in Ti (or Tj) in Fig. 6. Clearly, we
need to find the shortest path between concepts A and B in two taxonomy structures. To get the
shortest path, we firstly introduce some notions.

Definition 16. Let T be a taxonomy structure (directed graph) and concept reachability
(→T) be a binary relation→T: CON×CON, being CON the set of all concepts, where A→

TC means that there is an edge e from A to C, that is, e is associated with the ordered pair
(A, C) in T. A← TC iff C→ TA, that is, A← TC means that there is an edge which is

Definition 9

(depth of concept)
Definition 10

(leaves of concept)

Definitions 12, 13, 14, and 15 (IC-based measures under multiple knowledge sources)

Definition 8 (the first IC of concept)
Definition 11 (the second and third

ICs of concept)

Definition 5 (walks between two 

concepts)

Definition 6 (common ancestors)

Definition 7 (GCS)

Definition 4 (concept subsumption, 

subconcepts, superconcepts, 

hyponyms, and hypernyms)

Definition 3 (framework for semantic similarity measures)

Definitions 1 and 2 (semantic representation of concepts)

Fig. 5 The relationships among all definitions of IC-based measures
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associated with the ordered pair (C, A) in T. We define the set of relatedconcepts of a
concept A∈CON w.r.t T as follows:

relatedconcepts(A, T) = {C∈CON| ∃C1, C2, …, Cn-1, Cn∈CON ∧ n ≥ 2 ∧ C1 = A ∧ Cn =C ∧
((C1→ TC2 ∧ …∧ Cn-1→ TCn) ∨ (C1← TC2 ∧ …∧ Cn-1← TCn)) ∧ C1 ≠C2 ≠… ≠Cn-1 ≠Cn}.

Definition 17. Let Ti and Tj be two taxonomy structures, A, B∈CON be two different
concepts (i.e., A ≠ B), A∈Ti, A∉Tj, B∈Tj, and B∉Ti. The set of common concepts of A and B
w.r.t. Ti and Tj is defined as follows, respectively:

CommonCon A;B; Ti;T j
� � ¼ C∈CON j C∈relatedconcepts A;Tið Þ∧C∈relatedconcepts B;T j

� �� �
:

Definition 18. Let A, B∈CON be two different concepts (i.e., A ≠ B) and T be a taxonomy
structure. The set of paths between A and B w.r.t. T can be defined as follows:

paths A;B; Tð Þ ¼ f C1;C2;…;Cnh ij C1;C2;…;Cn∈CON∧C1 ¼ A∧Cn ¼ B∧ðð∀1≤ i < n;

Ci→TCiþ1Þ∨ ∀1≤ i < n;Ci←TCiþ1ÞÞ∧C1≠C2≠…≠Cn−1≠Cng:ð
Now we can give the shortest and longest paths between concepts A and B in two taxonomy
structures.

Definition 19. Let Ti and Tj be two taxonomy structures, A, B∈CON be two different
concepts (i.e., A ≠ B), A∈Ti, A∉Tj, B∈Tj, and B∉Ti. The sets of the shortest paths spaths
and the longest paths lpaths between A and B w.r.t. Ti and Tj can be defined as follows:

spaths(A, B, Ti, Tj)={〈C1, C2, …, Cn〉| C1, C2, …, Cn∈CON ∧ C1 = A ∧ Cn = B ∧
∃C∈CommonCon(A, B, Ti, Tj), p1∈paths(C1, C, Ti), p2∈paths(Cn, C, Tj), |p1| + |p2|=.

minD∈CommonCon A;B;Ti;T jð Þ;p0∈paths A;D;Tið Þ;p0 0∈paths B;D;T jð Þ{|p′| + |p″|}},

lpaths(A, B, Ti, Tj)=.
{〈C1, C2, …, Cn〉| C1, C2, …, Cn∈CON ∧ C1 = A ∧ Cn = B ∧ ∃C∈CommonCon(A, B, Ti, Tj),

p1∈paths(C1, C, Ti), p2∈paths(Cn, C, Tj), |p1| + |p2|=

E
…

E
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D

C …

… … …
… … …

… …

…

…

…

…

C

… … …

B
… … …

… …

D… …

… …

…
F

F

Taxonomy structure TjTaxonomy structure Ti

Fig. 6 Taxonomy structures Ti and
Tj
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maxD∈CommonCon A;B;Ti;T jð Þ;p0∈paths A;D;Tið Þ;p0 0∈paths B;D;T jð Þ{|p′| + |p″|}}.

Furthermore, we define the longest paths w.r.t. Ti and Tj as follows:
maxdistance(Ti, Tj) = max{|p| | p∈lpaths(A, B, Ti, Tj), ∀A∈Ti, ∀B∈Tj}.
where |p| is the length of path p, i.e., if p = 〈c1, c2,…, cn + 1〉, then |p| = |〈c1, c2,…, cn + 1〉| = n.
Based on the shortest path between two concepts in two taxonomy structures (Definition

19), we can present some new distance-based measures under multiple knowledge sources by
extending traditional distance-based similarity measures (see Section 2.1) [25, 39, 41, 62, 82].

Definition 20. Let Ti and Tj be two taxonomy structures, A, B∈CON be two different
concepts (i.e., A ≠ B), A∈Ti, A∉Tj, B∈Tj, and B∉Ti. The distance-based semantic similarity
SimDis1 between A and B w.r.t. Ti and Tj can be defined as:

SimDis1 A;B; Ti; T j
� � ¼ 2� maxdistance T i; T j

� �
−jpj;

where p∈spaths(A, B, Ti, Tj).
Clearly, SimDis1 is an extension of the metric of Rada et al. [62].

Definition 21. Let Ti and Tj be two taxonomy structures, A, B∈CON be two different
concepts (i.e., A ≠ B), A∈Ti, A∉Tj, B∈Tj, and B∉Ti. The distance-based semantic similarity
SimDis2 between A and B w.r.t. Ti and Tj can be defined as:

SimDis2 A;B; Ti; Tjð Þ ¼ 2� N3 A;B; Ti; T j
� �

N 1 A; Tið Þ þ N2 B; T j
� �þ 2� N 3 A;B; Ti; T j

� � ;
where

N1(A, Ti) max{|p| | p∈walks(C, A, Ti), C∈GCS(A, B, Ti, Tj)},
N2(B, Tj) max{|p| | p∈walks(C, B, Tj), C∈GCS(A, B, Ti, Tj)},
N3(A, B, Ti,
Tj)

max{|p| | p∈walks(root(Ti), C, Ti)∨p∈walks(root(Tj), C, Tj), C∈GCS(A, B, Ti,
Tj)}.

Similarly to the Wu and Palmer’ metric [82], SimDis2 (Definition 21) is based on is-a
hierarchies, where walks and GCS are defined in Section 4.1 (Definitions 5 and 7). Obviously,
SimDis2 is an extension of the Wu and Palmer’ metric [82].

We can define the following similarity measure SimDis3 by extending the Leacock and
Chodorow’s metric [39].

Definition 22. Let Ti and Tj be two taxonomy structures, A, B∈CON be two different
concepts (i.e., A ≠ B), A∈Ti, A∉Tj, B∈Tj, and B∉Ti. The distance-based semantic similarity
SimDis3 between A and B w.r.t. Ti and Tj can be defined as:

SimDis3 A;B; Ti; Tjð Þ ¼ −log
jpj

2�max jp1j; jp2jf g
� �

;

where p∈spaths(A, B, Ti, Tj), p1∈lrpaths(Ti), p2∈lrpaths(Tj),
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lrpaths Tið Þ ¼ pjp∈paths root Tið Þ;C;Tið Þ;C∈Ti; jpjmaxD∈Ti jp0
‖p

0
∈paths

	
root T ið Þ;D; Ti

� � 
;

lrpaths Tjð Þ ¼ pjp∈paths root Tjð Þ;C; Tjð Þ;C∈Tj; jpj ¼ maxD∈T j jp0
‖p

0
∈paths

	
root T j

� �
;D; T j

� � 
:

Similarly to the metric of Garla and Brandt [25], we also can normalize SimDis3 to the unit
interval as follows.

Definition 23. Let Ti and Tj be two taxonomy structures, A, B∈CON be two different
concepts (i.e., A ≠ B), A∈Ti, A∉Tj, B∈Tj, and B∉Ti. The distance-based semantic similarity
SimDis4 between A and B w.r.t. Ti and Tj can be defined as:

SimDis4 A;B; Ti; T j
� � ¼ 1−

log jpjð Þ
log 2�maxjp1j; jp2jÞ;ð

where p∈spaths(A, B, Ti, Tj), p1∈lrpaths(Ti), and p2∈lrpaths(Tj).
Obviously, we can define a kind of similarity measure SimDis5 by extending the metric of

Li et al. [41].

Definition 24. Let Ti and Tj be two taxonomy structures, A, B∈CON be two different
concepts (i.e., A ≠ B), A∈Ti, A∉Tj, B∈Tj, and B∉Ti. The distance-based semantic similarity
SimDis5 between A and B w.r.t. Ti and Tj can be defined as:

SimDis5 A;B; Ti; T j
� � ¼ e−α�jpj � eβh−e−βh

eβh þ e−βh
;

where p∈spaths(A, B, Ti, Tj), h =max{|p| | p∈walks(root(Ti), C, Ti)∨p∈walks(root(Tj), C, Tj),
C∈ GCS(A, B, Ti, Tj)}, α ≥ 0, and β > 0. In our experiments, we use the same optimal
parameters as in [41], i.e., α = 0.2 and β = 0.6.

In Definitions 20-24, SimDis1, SimDis2, SimDis3, SimDis4, and SimDis5 are based on two
knowledge sources. We may give the following similarity measures for multiple knowledge
sources.

Definition 25. Let AllTS = {T1, T2, …, Tm} be all taxonomy structures, TSA = {Tk, Tk +

1,…, Tl} ⊆ AllTS and TSB = {Ts, Ts + 1,…, Tt} ⊆ AllTS. For any Ti∈TSA and Tj∈TSB, we
have that A∈Ti, A∉Tj, B∈Tj, B∉Ti. The distance-based semantic similarity measures

Definitions 20, 21, 22, 23, 24, and 25 (distance -based measures under multiple knowledge sources)

Definition 19 (the shortest paths and 

the longest paths)

Definition 3 (framework for semantic similarity measures)

Definitions 1 and 2 (semantic representation of concepts)

Definition 17

(common concepts)

Definition

18 (paths)

Definition 16 (related concepts)

Fig. 7 The relationships among all definitions of distance-based measures
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SimDis1M, SimDis2M, SimDis3M, SimDis4M, and SimDis5M between A and B w.r.t.
multiple taxonomy structures TSA and TSB can be defined as:

SimDis1M A;B; TSA; TSBð Þ ¼ maxli¼kmaxtj¼s SimDis1 A;B; Ti; T j
� �� �

;

SimDis2M A;B; TSA; TSBð Þ ¼ maxli¼kmaxtj¼s SimDis2 A;B; Ti; T j
� �� �

;

SimDis3M A;B; TSA; TSBð Þ ¼ maxli¼kmaxtj¼s SimDis3 A;B; Ti; T j
� �� �

;

SimDis4M A;B; TSA; TSBð Þ ¼ maxli¼kmaxtj¼s SimDis4 A;B; Ti; T j
� �� �

and
SimDis5M A;B; TSA; TSBð Þ ¼ maxli¼kmaxtj¼s SimDis5 A;B; Ti; T j

� �� �
:

The distance-based semantic similarity measure SimDis between A and B w.r.t. TSA and TSB
and all baseline measures can be defined as:

SimDis A;B; TSA; TSBð Þ

¼ maxli¼kmaxtj¼s

n
SimDis1 A;B; Ti; T j

� �
; SimDis2 A;B; Ti; T j

� �
; SimDis3 A;B; Ti; T j

� �
;

SimDis4 A;B; Ti; T j
� �

; SimDis5 A;B; Ti; T j
� �o

:

In order to compare the values of different similarities SimDis1, SimDis2, SimDis3, SimDis4,
and SimDis5, we also normalize the value of each similarity. Similar to Definition 15 (see
Remark 3), the distance-based measure SimDis is also a generic and flexible approach.

The relationships among all definitions of distance-based measures under multiple knowl-
edge sources are shown as Fig. 7.

4.3 Feature-based measures under multiple knowledge sources

Unlike IC-based or distance-based similarity measures, feature-based measures assess simi-
larity between concepts as a function of their properties (i.e., features). Therefore, in the
framework in Definition 3 or Algorithm 1, for each concept we need one or multiple
knowledge sources in order to get its properties (i.e., features). Assume that A and B are two
concepts, KS1, KS2, …, and KSm are knowledge sources. Clearly, if there exists a knowledge
source KSi (1 ≤ i ≤m) such that the features of A and B can be obtained from KSi, it is easy to
compute Sim(A, B) by using traditional feature-based similarity measures (see Section 2.2).
However, if there does not exist any knowledge source KSi (1 ≤ i ≤m) that can provide the
features of A and B at the same time, we need some new feature-based similarity measures.

Let all knowledge sources be the set AllKS = {KS1, KS2, …, KSm}. Suppose that KSA = {
KSk, KSk + 1,…, KSl} ⊆ AllKS and KSB = {KSs, KSs + 1,…, KSt} ⊆ AllKS, and for any KSi∈KSA
and KSj∈KSB we have that A∈KSi, A∉KSj, B∈KSj, and B∉KSi. Obviously, we cannot compute
Sim(A, B) only by considering KSi (or KSj). Now we give some methods for sim(A, B) by
considering both KSi and KSj.

Definition 26. Let KSi and KSj be two knowledge sources, A, B∈CON be two different
concepts (i.e., A ≠ B), A∈KSi, A∉KSj, B∈KSj, and B∉KSi. Assume that all features that we
consider are {fea1, fea2, …, fean}, i.e., the semantic representation of A and B is as
follows:

A ¼ fea1 Að Þ; fea2 Að Þ;…; fean Að Þf g and B ¼ fea1 Bð Þ; fea2 Bð Þ;…; fean Bð Þf g;
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where the value of feau(A) (resp., feau(B)) (1 ≤ u ≤ n) that comes from KSi (resp., KSj) is
follows:

feau(A) = 〈KSi: valueiu 〉 (resp., feau(B) = 〈KSj: valueju 〉).

The feature-based semantic similarity framework SimFea between A and B w.r.t. KSi and
KSj can be defined as:

SimFea A;B;KSi;KS j
� � ¼ maxSim1 valuei1 ; value j1

� �
;…; Simn valuein ; value jn

� �
In this paper, we only consider four kinds of features, i.e., glooses, synonyms, hyponyms (or
sub-concepts), and hypernyms (or super-concepts). Thus, SimFea is instantiated as follows:

SimFea A;B;KSi;KS j
� �

¼ maxSimglooses gloosesi Að Þ; glooses j Bð Þ
	 


; Simsynonyms synonymsi Að Þ; synonymsj Bð Þ
	 


;

Simhyponyms hyponymsi Að Þ; hyponyms j Bð Þ
	 


; Simhypernyms hypernymsi Að Þ; hypernyms j Bð Þ
	 


;

where A = {〈KSi: gloosesi(A)〉, 〈KSi: synonymsi(A)〉, 〈KSi: hyponymsi(A)〉, 〈KSi: hypernymsi(A)〉}
and B = {〈KSj: gloosesj(B)〉, 〈KSj: synonymsj(B)〉, 〈KSj: hyponymsj(B)〉, 〈KSj: hypernymsj(B)〉}.

Simglooses, Simhyponyms, and Simhypernyms are defined using Jaccard index, Sorensen coeffi-
cient, and Symmetric difference. Simsynonyms is defined as follows:

Simsynonyms synonymsi Að Þ; synonymsj Bð Þ� � ¼ 1; i f synonymsi Að Þ∩synonyms j Bð Þ≠∅
0; i f synonymsi Að Þ∩synonymsj Bð Þ ¼ ∅

Therefore, we can define the following three kinds of feature-based semantic similarity
between A and B w.r.t. KSi and KSj:

SimFea1 A;B;KSi;KS j
� � ¼ maxfSimsynonyms synonymsi Að Þ; synonymsj Bð Þ

	 

jJaccard gloosesi Að Þ; glooses j Bð Þ

	 

;

Jaccard hyponymsi Að Þ; hyponymsj Bð Þ
	 


; Jaccard hypernymsi Að Þ; hypernymsj Bð Þ
	 


g;
SimFea2 A;B;KSi;KS j

� � ¼ maxfSimsynonyms synonymsi Að Þ; synonymsj Bð Þ
	 


j
Dice gloosesi Að Þ; glooses j Bð Þ

	 

;Dice hyponymsi Að Þ; hyponymsj Bð Þ

	 

;

Dice hypernymsi Að Þ; hypernymsj Bð Þ
	 


g;

SimFea3 A;B;KSi;KS j
� �

¼ maxfSimsynonyms synonymsi Að Þ; synonymsj Bð Þ
	 


jSaltonCosine gloosesi Að Þ; glooses j Bð Þ
	 


;

SaltonCosine hyponymsi Að Þ; hyponymsj Bð Þ
	 


; SaltonCosine hypernymsi Að Þ; hypernyms j Bð Þ
	 


g:

where synonymsi(A), synonymsj(B), hyponymsi(A), hyponymsj(B), hypernymsi(A), and
hypernymsj(B) are some sets of concepts (or terms), and gloosesi(A) and gloosesj(B) are
concept sets that contain words extracted by parsing glosses of A and B, respectively.

In Definition 26, SimFea1, SimFea2, and SimFea3 are based on two knowledge sources.
Now we give some similarity measures for multiple knowledge sources.
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Definition 27. Let AllKS = {KS1, KS2, …, KSm} be all knowledge sources, KSA = {KSk,
KSk + 1,…, KSl} ⊆AllKS and KSB = {KSs, KSs + 1,…, KSt} ⊆AllKS. For any KSi∈KSA and
KSj∈KSB, we have that A∈KSi, A∉KSj, B∈KSj, B∉KSi. The feature-based semantic similarity
measures SimFea1M, SimFea2M, SimFea3M, SimFea4M, SimFea5M, and SimFea6M
between A and B w.r.t. multiple knowledge sources KSA and KSB can be defined as:

SimFea1M A;B;KSA;KSBð Þ ¼ maxli¼kmaxtj¼s SimFea1 A;B;KSi;KS j
� �� �

SimFea2M A;B;KSA;KSBð Þ ¼ maxli¼kmaxtj¼s SimFea2 A;B;KSi;KS j
� �� �

SimFea3M A;B;KSA;KSBð Þ ¼ maxli¼kmaxtj¼s SimFea3 A;B;KSi;KS j
� �� �

SimFea4M A;B;KSA;KSBð Þ ¼ maxli¼kmaxtj¼s SimFea4 A;B;KSi;KS j
� �� �

SimFea5M A;B;KSA;KSBð Þ ¼ maxli¼kmaxtj¼s SimFea5 A;B;KSi;KS j
� �� �

SimFea6M A;B;KSA;KSBð Þ ¼ maxli¼kmaxtj¼s SimFea6 A;B;KSi;KS j
� �� �

where SimFea4(A, B, KSi, KSj) = max{Simsynonyms(synonyms(A), synonyms(B)),
Jaccard (glooses (A ) , glooses (B ) ) , Jaccard (hyponyms (A ) , hyponyms (B ) ) ,
Jaccard(hypernyms(A), hypernyms(B))},

SimFea5(A, B, KSi, KSj) = max{Simsynonyms(synonyms(A), synonyms(B)), Dice(glooses(A),
glooses(B)), Dice(hyponyms(A), hyponyms(B)), Dice(hypernyms(A), hypernyms(B))},

SimFea6(A , B , KSi , KSj) = max{Simsynonyms(synonyms(A) , synonyms(B)) ,
SaltonCosine(glooses(A), glooses(B)), SaltonCosine(hyponyms(A), hyponyms(B)),
SaltonCosine(hypernyms(A), hypernyms(B))},

Definition 27 (feature -based measures under multiple knowledge sources)

Definition 3 (framework for semantic similarity measures)

Definition 26 (feature-based semantic similarity framework and 

feature-based semantic similarity measures under two knowledge 

sources)

Definitions 1 and 2 (semantic representation of concepts)

Fig. 8 The relationships among all definitions of feature-based measures

set of concepts (entities)

applications (e.g., semantic similarity based information 

retrieval, recommendation, mining, categorization, clustering)

semantic similarity measures

texts, short texts, Web pages, 

multimedia data (e.g., image, 

audio, or video) and so on

Fig. 9 Application architecture of semantic similarity measures
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glooses(A) = gloosesk(A)∪…∪gloosesl(A),
glooses(B) = gloosess(B)∪…∪gloosest(B),
synonyms(A) = synonymsk(A)∪…∪synonymsl(A),
synonyms(B) = synonymss(B)∪…∪synonymst(B),
hyponyms(A) = hyponymsk(A)∪…∪hyponymsl(A),
hyponyms(B) = hyponymss(B)∪…∪hyponymst(B),
hypernyms(A) = hypernymsk(A)∪…∪hypernymsl(A),
hypernyms(B) = hypernymss(B)∪…∪hypernymst(B).

The feature-based semantic similarity measure SimFea between A and B w.r.t. KSA and
KSB and baseline measures can be defined as:

SimFea(A, B, KSA, KSB)=

maxli¼kmaxtj¼s

n
SimFea1 A;B;KSi;KS j

� �
; SimFea2 A;B;KSi;KS j

� �
;

SimFea3 A;B;KSi;KS j
� �

; SimFea4 A;B;KSi;KS j
� �

;

SimFea5 A;B;KSi;KS j
� �

; SimFea6 A;B;KSi;KS j
� �o

:

In order to compare the values of different similarities SimFea1, SimFea2, SimFea3, SimFea4,
SimFea5, and SimFea6, we also normalize the value of each similarity. Similarly to Defini-
tions 15 and 25, the feature-based measure SimFea is also a generic and flexible approach.

The relationships among all definitions of feature-based measures under multiple knowl-
edge sources are shown as Fig. 8.

Until now some generic and flexible approaches (including IC-based measures, distance-
based measures, and feature-based measures) to similarity measures of concepts have been
presented. As stated in Section 1, semantic similarity between concepts can be applied to many
fields such as multimedia databases, multimedia encyclopedias, digital libraries, and multime-
dia documents. The application architecture is as follows (Fig. 9):

5 Experiments and evaluation

In this section we discuss the evaluation problem of our similarity measures (see Section 4).
Section 5.1 introduces some experimental datasets and evaluation metrics. Section 5.2 gives
our experimental results. Lastly, in Section 5.3, we discuss and analyze the experimental
results.

5.1 Experimental datasets and evaluation metrics

We collect several publicly available gold standard benchmarks for evaluating concept
semantic similarity, which are conventionally most common-used and some recently most
updated benchmarks. The descriptions of these benchmarks used in the experiments are listed
below.

(1) WS353 [22] benchmark contains 353 word pairs and 13 to 16 human subjects were
asked to assign a numerical similarity score between 0.0 to 10.0 (0 means totally
unrelated and 10 means very closely related). In fact, this benchmark measures general
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relatedness rather than similarity because it considers other semantic relations (e.g.,
antonyms are considered as similar).

(2) WordSim-353 [2] benchmark is a subset of WS353. WS353 is divided into two subsets.
The first one concerns about relatedness while the second subset focuses on similarity.
We only use the second one named WordSim-353 in our experiments. It contains 203
pairs of words and it has been identified by the authors to be suitable for evaluating
semantic similarity specially.

(3) R&G [66] benchmark is the first and most used benchmark containing human
assessment of word similarity. The benchmark resulted from the experiment
conducted in 1965 where a group of 51 students (all native English speakers)
assessed the similarity of 65 pairs of words selected from ordinary English
nouns. Those 51 subjects were requested to judge the similarity of meaning for
two given words on a scale from 0.0 (completely dissimilar) to 4.0 (highly
synonymous). It focuses on semantic similarity and ignores any other possible
semantic relationships between the words.

(4) M&C [52] benchmark contains 30 word pairs. It replicated the R&G experiment again in
1991 by taking a subset of 30 noun pairs. The similarity between words was judged by
38 human subjects.

(5) Jiang-1 [37] and Jiang-2 [34] benchmarks contain 30 pairs of real-world Wikipedia
concepts, respectively. The similarity between each concept pair is assessed by 10
students and 10 teachers in a scale between 0 (semantically unrelated) and 4 (highly
synonymous). After a normalization process, a final set of 30 concept pairs is rated with
the average of the similarity values provided by the students and the teachers. Thus, these
two benchmarks are created and can be used to evaluate the accuracy of our approaches
so that we use them in this work.

Each benchmark described above contains a list of triples comprising two words and a
similarity score denoting word similarity judged by human. Concretely, we select 203 word
pairs from WordSim-353, 65 word pairs from R&G, 30 word pairs from M&C, 30 word pairs
from Jiang-1, and 30 word pairs from Jiang-2 in our experiments.

It is well known that an objective evaluation of the accuracy of semantic similarity
functions is difficult because the notion of similarity is subjective. Generally, similar-
ity measures are evaluated by means of standard benchmarks of word pairs whose
similarity has been assessed by a group of human experts [37]. However, in this
paper we evaluate our new approaches to measure similarity under multiple knowl-
edge sources that existing similarity computation methods cannot deal with (traditional
methods are generally based on one knowledge source). In particular, for any word
pairs (or concept pairs) (A, B), A and B belong to different knowledge sources (A and
B belong to the same knowledge source in traditional methods). Therefore, compar-
ison of the proposed methods with standard benchmarks imposes some challenges and
requires some modifications and adjustments in order to make such comparison
meaningful. The comparative experiments have been group into three parts.

Firstly, we evaluate our methods over 5 benchmarks, namely M&C, R&G, WordSim-353,
Jiang-1, and Jiang-2 and two kinds of knowledge sources, namely Wikipedia1 and WordNet.2

1 https://en.wikipedia.org/
2 http://wordnet.princeton.edu/
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To evaluate our methods objectively, for any concept pair (A, B), we require that the value of A
comes from Wikipedia and the value of B comes from WordNet.

Secondly, we develop a benchmark Jiang-3 and then use it to evaluate the accuracy of our
proposals. For comparison purposes, we select 30 pairs of real-world concepts extracted from

Table 1 Our benchmark Jiang-3

Concept1 Concept2 Similarity

Categorization Migraine with aura 1.07
Categorization Migraine without aura 1.07
Folk Vitamin A deficiency 1.40
Folk Intellectual disability 1.67
Folk Histrionic personality disorder 1.63
Folk Borderline personality disorder 1.60
Gender Tracheomalacia 0.70
Gender Retinopathy of prematurity 0.67
Gender Pericardial effusion 0.63
Gender Hypertrichosis 1.13
Gender Venous insufficiency 0.57
Gender Retinal vasculitis 0.57
Gender Retinoschisis 0.60
Immortality Thyroid nodule 0.53
Maxillaria Facial paralysis 1.53
Paranormal Otitis media with effusion 1.23
Paranormal Nevus of Ota 1.20
Rescue Histrionic personality disorder 0.73
Rescue Intellectual disability 0.70
Video Thyroid nodule 0.37
Gender Tricuspid atresia 0.57
Gender Varicose veins 0.53
Gender Tricuspid valve prolapse 0.53
Gender Corneal neovascularization 0.53
Gender Hydrops fetalis 0.97
Gender Cholesteatoma 0.77
Gender Budd-Chiari syndrome 0.77
Priacanthidae Vitamin E deficiency 0.73
Gender Bladder exstrophy 0.73
Priacanthidae Histrionic personality disorder 0.20
Gender Wolff-Parkinson-White syndrome 0.67
Priacanthidae Vitamin A deficiency 1.47
Gender Cutis laxa 0.53
Gender Keratoconjunctivitis sicca 0.57
Gender Thyroid nodule 0.60
Gender Hypotrichosis 0.57
Gender Fibrosarcoma 0.53
Gender Retinal vein occlusion 0.53
Gender Aniridia 0.53
Ignorance Craniopharyngioma 0.30
Prevention Migraine without aura 0.63
Reasoning Chordoma 0.03
Theme Ganglioneuroma 0.07
Protectionism Hepatoblastoma 0.00
Corruption Burkitt lymphoma 0.17
Form Pilomatrixoma 0.57
Gender Budd-Chiari syndrome 0.53
Minuartia Vitamin D deficiency 0.40
Paranormal Vitamin D deficiency 1.20
Gender Chordoma 0.53
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Table 2 Our benchmark Jiang-4

Concept1 Concept2 Similarity

Rete testis adenocarcinoma Carcinoid tumor 1.43
Orthostatic proteinuria Renal insufficiency 1.87
Orthostatic proteinuria Hyperoxaluria 1.63
Vesiculobullous skin disease Erythema 1.77
Vesiculobullous skin disease Pruritus 1.20
Vesiculobullous skin disease Skin ulcer 2.17
Large intestine adenocarcinoma Carcinoid tumor 1.73
Angiodysplasia of intestine Intestinal fistula 1.67
Angiodysplasia of intestine Intestinal polyposis 2.30
Renal hypertension Renal insufficiency 2.00
Achenbach syndrome Erythema 1.13
Achenbach syndrome Pruritus 0.90
Intestinal tuberculosis Intestinal fistula 1.87
Intestinal tuberculosis Intestinal polyposis 2.13
Nervous system disease Vertigo 2.47
Nervous system disease Cerebral hemorrhage 2.60
Nervous system disease Brain abscess 2.53
Skin atrophy Necrolytic migratory erythema 1.97
Skin atrophy Erythema 1.70
Skin atrophy Skin ulcer 2.03
Exanthem Necrolytic migratory erythema 3.30
Exanthem Erythema 3.27
Intestinal disaccharidase deficiency Intestinal fistula 1.20
Sitosterolemia Intestinal polyposis 0.97
Urethra adenocarcinoma Carcinoid tumor 1.47
Prostate adenocarcinoma Carcinoid tumor 1.43
Pleural disease Hemothorax 2.40
Pleural disease Pleural effusion 2.77
Primary hyperoxaluria Renal insufficiency 1.60
Primary hyperoxaluria Hyperoxaluria 3.50
Hemangioma of subcutaneous tissue Pruritus 1.60
Hemangioma of subcutaneous tissue Skin ulcer 2.43
Osteochondrodysplasia Osteochondroma 2.60
Bile duct adenoma APUdoma 2.77
Kidney cancer Renal insufficiency 2.83
Kidney cancer Hyperoxaluria 1.83
Skin disease Hyperhidrosis 3.07
Skin disease Albinism 2.73
Skin disease Erythema nodosum 3.10
Skin disease Pressure ulcer 3.07
Skin abnormality Pallor 3.10
Bowel dysfunction Enterocolitis 3.07
Familial juvenile hyperuricemic nephropathy Renal insufficiency 2.33
Bowel dysfunction Intestinal fistula 2.80
Basophilic carcinoma Carcinoid tumor 1.97
Bartholins gland adenocarcinoma Carcinoid tumor 1.93
Sweat gland disease Skin ulcer 1.13
Sebaceous gland disease Erythema 1.13
Inflammatory bowel disease Intestinal fistula 2.10
Mucocele of appendix Intestinal polyposis 2.27
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Table 3 Our benchmark Jiang-5

Concept1 Concept2 Similarity

Regulation of gene expression, epigenetic Gene expression regulation 3.70
Regulation of gene expression, epigenetic Chromatin assembly and disassembly 3.33
Regulation of gene expression, epigenetic Ectopic gene expression 3.50
Regulation of gene expression, epigenetic Gene amplification 2.97
Regulation of gene expression, epigenetic Transcriptional activation 3.23
Biological process Life cycle stages 3.07
Biological process Pathologic processes 2.37
Biological process Action potentials 1.87
DNA polymerase complex Multifunctional enzymes 2.97
DNA polymerase complex DNA restriction-modification enzymes 3.03
DNA polymerase complex Deubiquitinating enzymes 2.23
DNA polymerase complex Recombinases 2.90
DNA polymerase complex Holoenzymes 2.90
Chromosome Karyotype 3.00
Chromosome Chromosomes insect 3.43
Chromosome Karyotyping 1.60
Chromosome Cells 2.60
Chromosome Chromosome structures 3.33
Cellular component Ribosomes 2.83
Cellular component Axons 2.70
Cell Bone marrow cells 3.00
Cell Neurons 2.90
Cell Connective tissue cells 2.87
Cell killing Excitatory postsynaptic potentials 1.67
Cell killing Gene expression regulation 2.50
Biological process Biological science disciplines 2.83
Biological process Suicide attempted 1.47
Biological process Helping behavior 1.77
Biological process Vasoplegia 2.47
Biological process Biological phenomena 3.43
Biological process Environment and public health 1.43
Biological process Myocardial contraction 2.13
Biological process Breast milk expression 2.00
Chromatin remodeling Cell cycle checkpoints 2.20
DNA polymerase complex Isomerases 2.63
DNA polymerase complex Oxidoreductases 2.67
DNA polymerase complex Lyases 2.70
DNA polymerase complex Ligases 3.00
Cellular process Cell cycle checkpoints 3.17
Neuron part Lewy bodies 2.63
Neuron part Membranes 2.60
Neuron part Synaptic vesicles 2.90
Ion channel activity Cell cycle checkpoints 1.23
Chromosome Membranes 1.97
Cellular component Adherens junctions 2.97
Cellular component Inclusion bodies 2.93
Cellular component Cilia 3.00
Cellular component Cytoplasmic vesicles 3.03
Cellular component Organelles 3.27
Cell Myeloid cells 2.80
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some widely used knowledge sources, i.e., Wikipedia, WordNet, Medical Subject Headings
(MeSH),3 Disease Ontology (DO)4 and Human Phenotype Ontology (HPO).5 Our benchmark
Jiang-3 is shown in Table 1. The similarity between each concept pair is assessed by 10
students and 10 teachers in biomedical fields in a scale between 0 (semantically unrelated) and
4 (highly synonymous), respectively. After a normalization process, a final set of 30 concept
pairs is rated with the average of the similarity values provided by the students and the
teachers. To evaluate our methods objectively, for any concept pair (A, B), we require that
A∈Wikipedia, A∈WordNet, A∉MeSH, A∉DO, A∉HPO, B∈MeSH, B∈DO, B∈HPO,
B∉Wikipedia, and B∉WordNet.

Lastly, in our benchmark Jiang-3 there are five kinds of knowledge sources, i.e., Wikipedia,
WordNet, MeSH, DO, and HPO. Clearly, Wikipedia and WordNet are two kinds of general-
purpose knowledge sources, but MeSH, DO, and HPO are three kinds of domain dependent
knowledge sources (biomedical ontologies). To evaluate the accuracy of our proposals in
another setting, we build another two benchmarks Jiang-4 and Jiang-5 by using knowledge
sources MeSH, DO, HPO, Gene Ontology (GO),6 and Ontology for Biomedical Investigations
(OBI).7 In our benchmark Jiang-4 there are 30 pairs of real-world concepts extracted from
three kinds of knowledge sources, i.e., MeSH, DO, and HPO. Jiang-4 is shown in Table 2. For
any concept pair (A, B), we require that A∈MeSH, A∈HPO, A∉DO, B∈DO, B∉MeSH, and
B∉HPO. In our benchmark Jiang-5 there are 30 pairs of real-world concepts extracted from
three kinds of knowledge sources, i.e., MeSH, GO, and OBI. Jiang-5 is shown in Table 3. For
any concept pair (C, D), we require that C∈MeSH, C∉GO, C∉OBI, D∈GO, D∈OBI, and
D∉MeSH.

Different knowledge sources have different semantic information such as concept taxonomies
and distributions of instances over concepts. We apply different combinations of knowledge
sources to different benchmarks in this work and express the semantics of concepts through
integrating different semantic information. To further illustrate it, we describe the relations among
seven knowledge sources considered in our experiments and eight benchmarks in Fig. 10. The
mark “1” on the arrow from knowledge source to benchmark represents the first concept in each
pair of benchmark is computed in corresponding knowledge source. Similarly, the mark “2”
represents the second concept in each pair of benchmark is computed in corresponding knowledge
source. For example, the first concept in each pair of Jiang-3 benchmark is computed onWordNet
and Wikipedia, and the second concept is computed on HPO, DO, and MeSH.

The knowledge sources WordNet and Wikipedia are used in measuring semantic similar-
ities of concept pairs in M&C, R&G,WordSim-353, Jiang-1, Jiang-2 and Jiang-3 benchmarks.
The WordNet organizes the lexical information in meanings (senses) and synsets (set of
synonym words in a specific context) [5]. Each synset has a gloss that defines the concept.
Hypernymy is a relation that organizes noun synsets into a lexical inheritance taxonomy. In
this taxonomy, a subordinate term inherits the basic features from the superordinate term and
adds its distinctive features to form its own meaning. The Wikipedia is a free, online
multilingual knowledge source that is collaboratively maintained by volunteers and known
to have a good coverage capacity [30]. At the bottom of each page in Wikipedia, all assigned
categories are listed with links to the category page. These categories are connected to form the

3 https://www.nlm.nih.gov/mesh/
4 http://www.disease-ontology.org/
5 http://human-phenotype-ontology.github.io/
6 http://www.geneontology.org/
7 http://obi-ontology.org/
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Wikipedia Category Graph (WCG). Wikipedia categories and their relations do not have
explicit semantics like WordNet. The Wikipedia categorization system does not form a
taxonomy like the WordNet “is-a” taxonomy with a fully subsumption hierarchy, but only
through a thematically organized thesaurus. For example, Computer systems is categorized in
the upper category of Technology systems (is-a) and Computer hardware (has-part).

The knowledge source MeSH is used in measuring semantic similarities of concept pairs in
Jiang-3, Jiang-4, and Jiang-5 benchmarks. The MeSH organizes biomedical concepts in a
meaningful way with explicit semantic relations. It consists of single- and multi-word terms
that are used to index and catalog the medical literature [16]. Among the relations [5], we use
the MeSH “is-a” taxonomy. The knowledge sources DO and HPO are used in measuring
semantic similarities of concept pairs in Jiang-3 and Jiang-4 benchmarks. The DO has been
developed as a standardized ontology for human disease with the purpose of providing the
biomedical community with consistent, reusable and sustainable descriptions of human disease
terms, phenotype characteristics and related medical vocabulary disease concepts. Also, the
DO semantically integrates disease and medical vocabularies through extensive cross mapping
terms to the MeSH thesaurus. The HPO is devising a system or a domain for the traits of
phonomes and their effects on daily encountered human diseases [81]. The aim is to provide a
well-structured vocabulary for these traits so that they can be easily studied and searched in the
field of medical science to bring awareness about the traits and how they can damage a
person’s health and body organs. The HPO currently contains over 13,000 different terms of
traits and characteristics, and over 156,000 annotations to hereditary diseases. Each term
describes a phenotypic abnormality such as Atrial septal defect.

The knowledge sources GO and OBI are used in measuring semantic similarities of concept
pairs in Jiang-5 benchmark. The GO provides an ontology to describe attributes of gene
products in three non-overlapping domains of molecular biology [26]. It includes several of the
world’s major repositories for plant, animal and microbial genomes. Within each ontology,
terms have free text definitions and stable unique identifiers. The vocabularies are structured in

Jiang-3

Jiang-4

Jiang-5

M&C, R&G, Jiang-1,
Jiang-2, WordSim-353

HPO
(is-a, part-of)
(traits on daily

human diseases)

DO
(is-a)

(human diseases and
medical vocabularise)

MeSH
(is-a)

(biomedical
concepts)

GO
(is-a, part-of)
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gene products)
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(is-a, part-of)

(biological and
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Fig. 10 The relation among seven knowledge sources WordNet, Wikipedia, OBI, GO, MeSH, DO, and HPO
and eight benchmarks M&C, R&G, WordSim353, Jiang-1, Jiang-2, Jiang-3, Jiang-4, and Jiang-5 (the connec-
tions from knowledge sources to benchmarks show the components of each benchmarks)
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a classification that supports “is-a” and “part-of” relationships. The OBI is an ontology that
provides terms with precisely defined meanings to describe all aspects of how investigations in
the biological and medical domains are conducted [7]. It imports parts of other biomedical
ontologies such as GO, Chemical Entities of Biological Interest (ChEBI) and Phenotype
Attribute and Trait Ontology (PATO) without altering their meanings. OBI is being used in
a wide range of projects covering genomics, multi-omics, immunology, and catalogs of
services.

The accuracy of the similarity computation is quantified by computing the correlation
between the human judgements and the results provided by the computerized measures. This
enables an objective evaluation of the different similarity computation methods. The correla-
tion between two variables is the degree to which there is a relationship between them.
Correlation is usually expressed as a coefficient which measures the strength of a relationship
between the variables. Our experiments will use two measures of correlation: Pearson (Pearson
correlation coefficient) and Spearman (Spearman correlation coefficient). Pearson reflects the
linear correlation between measuring result with human judgments. Spearman is another
metric and compares the correlation between measuring result with human judgments based
on the ranking strategy.

5.2 Experimental results

For environment of our evaluation, the version of Wikipedia is released on April 20, 2018, the
version of WordNet is 3.1, the version of MeSH is released in 2018, the version of GO is
released on May 31, 2018, the version of DO is released on May 15, 2018, the version of HPO
is released on March 9, 2018, and the version of OBI is released on April 29, 2016. At the
same time, we use JWPL (Java Wikipedia Library), Java with JDK1.8 and MySQL to
implement our algorithms to measure similarity by the formulas given in Section 4. According

Table 4 Numbers of the concepts in the intersections of seven considered knowledge sources

Type Numbers

Set(GO)∩Set(DO) 0
Set(OBI)∩Set(DO) 2
Set(OBI)∩Set(HPO) 2
Set(GO)∩Set(HPO) 4
Set(GO)∩Set(OBI) 149
Set(MeSH)∩Set(HPO) 1685
Set(OBI)∩Set(GO)∩Set(Mesh) 10
Set(HPO)∩Set(DO)∩Set(Mesh) 412
Set(DO)∩Set(OBI)∩Set(Mesh)∩Set(HPO) 0
Set(GO)∩Set(OBI)∩Set(Mesh)∩Set(HPO) 0
Set(HPO)∩Set(DO)∩Set(MeSH)∩!Set(Wikipedia)∩!Set(WordNet) 162
!Set(HPO)∩!Set(DO)∩!Set(MeSH)∩Set(Wikipedia)∩Set(WordNet) 5553
!Set(GO)∩! Set(OBI)∩Set(MeSH) 28,578
Set(GO)∩Set(OBI)∩!Set(MeSH) 140
!Set(DO)∩Set(HPO)∩Set(MeSH) 367
Set(DO)∩!Set(HPO)∩!Set(Mesh) 9432

Note. Suppose that A and B are two knowledge sources. Set(A) represents the set of concepts of A. Set(A)∩Set(B)
is a set of concepts and contains the concepts appear in both Set(A) and Set(B). Set(A)∩!Set(B) is a set of concepts
and contains the concepts appear in Set(A), and don’t appear in Set(B). In addition, MeSH, HPO, DO, GO, OBI,
Wikipedia, and WordNet are seven knowledge sources (see Section 5.1 for more details)
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to our statistics, there are 47,204 concepts in GO, 11192 concepts in DO, 3337 concepts in
OBI, 13544 concepts in HPO, 28938 concepts in MeSH, 1,679,499 concepts in Wikipedia and
147,479 concepts in WordNet.

Tables 4 and 5 are some related results about the developments of Jiang-3, Jiang-4 and
Jiang-5 benchmarks. To evaluate the similarity of the concepts come from different knowledge
sources, the common concepts are the key factor in both path-based and IC-based approaches
proposed in this paper. In fact, common concepts are the elements of the intersections of the
corresponding concept sets of different knowledge sources. In this case, we list the numbers of
the elements in the intersections of different concept sets of seven knowledge sources MeSH,
DO, HPO, OBI, GO, Wikipedia and WordNet in Table 4. We take different combinations of
knowledge sources to build benchmarks Jiang-3, Jiang-4 and Jiang-5. We list the numbers of
the concept pairs that are generated by different combinations in Table 5. According to the
numbers of the pairs that have common ancestors or children and the numbers of the pairs that
perform well on all three types approaches proposed in this paper, we adopt the last three
division schemes and extract 50 concept pairs from each scheme to generate Jiang-3, Jiang-4
and Jiang-5 benchmarks, respectively.

The second (M&C), third (R&G), fourth (WordSim-353), fifth (Jiang-1), sixth (Jiang-2),
seventh (Jiang-3), eighth (Jiang-4), and ninth (Jiang-5) columns in Table 6 show the Pearson
correlation coefficients of the different measures with human judgments.

The second (M&C), third (R&G), fourth (WordSim-353), fifth (Jiang-1), sixth (Jiang-2),
seventh (Jiang-3), eighth (Jiang-4), and ninth (Jiang-5) columns in Table 7 show the Spearman
correlation coefficients of the different measures with human judgments.

5.3 Discussion and analysis

Now we analyze and discuss the experimental results (see Tables 6 and 7) from four different
aspects: (1) the influence of knowledge sources, (2) the influence of benchmarks, (3) the
differences among three kinds of measures: IC-based measures, Distance-based measures, and

Table 5 The details of the concept pairs in different combinations of knowledge sources

Division scheme Common concept
pairs

Final concept
pairs

Flag Benchmark
name

(MeSH, HPO, DO)/(GO, OBI) 44 44 × –
(GO, OBI)/(MeSH, HPO) 126 50 × –
(MeSH, HPO, DO)/(Wikipedia,

WordNet)
4270 50 √ Jiang-3

DO/(MeSH, HPO) 52,871 50 √ Jiang-4
(GO, OBI)/MeSH 7592 50 √ Jiang-5

Note. Take the third row for example, “(MeSH, HPO, DO)/(Wikipedia, WordNet)” means the first concept in a
concept pair comes from the intersection of Set(MeSH), Set(HPO), and Set(DO) while the second comes from the
intersection of Set(Wikipedia) and Set(WordNet). “4270”means the number of concept pairs that have a common
concept (see Definition 17) in multiple taxonomy structures is 4270. “50” is the number of concept pairs we
exploit in constructing the benchmark. The flag “√” means this combination is appropriate to construct the
benchmark and “Jiang-3” is the name for the benchmark. In addition, in the first and second rows, the flag “×”
means the combination is not appropriate to construct our benchmark and the flag “-” means that we don’t
construct the corresponding benchmarks. Finally, MeSH, HPO, DO, GO, OBI, Wikipedia, and WordNet are
seven knowledge sources (see Section 5.1 for more details)
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Feature-based measures, (4) the performances of three most generic and flexible measures:
SimIC, SimDis, and SimFea.

5.3.1 Influence of knowledge sources

The results in Tables 6 and 7 show that the most results on both Pearson correlation and
Spearman correlation coefficients on the benchmarks M&C, R&G, Jiang-1, and Jiang-3 are
better than those on benchmarks WordSim-353, Jiang-2, Jiang-4, and Jiang-5. It indicates that
domain-independent knowledge sources like Wikipedia and WordNet perform better in
measuring similarities among both general and special concepts. The reason is that the
semantic information of the concepts in M&C, R&G, Jiang-1, and Jiang-3 is computed on
Wikipedia and WordNet, but Jiang-4 and Jiang-5 are computed on five biomedical knowledge
sources. Furthermore, they are biomedical ontologies and the expressions of the same word are
often different from encyclopedia. For example, the glosses of the same concept in HPO and
WordNet varies from each other and semantic information in WordNet contains more features.

GO, DO, OBI, HPO, and MeSH are all the domain-specific ontologies which express the
concepts professionally, but Wikipedia and WordNet express the concepts more general. So
this is a problem which the features of the same concept from different knowledge sources are
different and even some features are empty. And we use our methods to compute semantic
similarity between concepts based on the features so that it causes the differences in our results.

Table 6 Results on Pearson correlation with human judgments of similarity measures

Measure M&C R&G WordSim-353 Jiang-1 Jiang-2 Jiang-3 Jiang-4 Jiang-5

SimIC1Mfir 0.797 0.670 0.451 0.413 0.001 0.702 0.056 0.437
SimIC2Mthi 0.685 0.541 0.175 0.157 0.054 −0.542 0.129 0.475
SimIC3Mfir 0.566 0.383 0.166 0.538 0.350 0.663 −0.245 0.187
SimIC3Msec 0.805 0.740 0.421 0.723 0.186 0.452 −0.171 0.208
SimDis2M 0.813 0.632 0.492 0.196 0.106 0.044 −0.151 0.503
SimDis3M 0.681 0.372 0.102 0.067 −0.054 0.008 0.572 0.381
SimDis4M 0.842 0.720 0.378 0.605 −0.054 0.008 0.571 0.380
SimDis5M 0.822 0.738 0.442 0.699 0.039 −0.059 0.567 0.416
SimDis 0.710 0.585 0.388 0.169 −0.058 0.057 0.394 0.274
SimFea1M 0.811 0.750 0.427 0.722 0.215 0.006 0.287 0.251
SimFea2M 0.811 0.752 0.428 0.723 0.215 0.013 0.287 0.245
SimFea3M −0.114 0.201 0.426 0.008 0.211 0.007 0.287 0.251
SimFea4M 0.245 0.221 0.327 0.156 0.138 0.683 0.168 0.292
SimFea5M 0.244 0.222 0.328 0.159 0.138 0.682 0.149 0.316
SimFea6M 0.167 0.270 0.425 0.436 0.220 0.683 0.168 0.292
SimFea 0.682 0.025 0.328 −0.175 0.127 0.682 0.238 0.320
SimIC1Mthi −0.749 −0.657 −0.288 −0.519 0.138 0.702 −0.066 0.480
SimIC1Msec 0.054 −0.181 −0.015 0.309 −0.208 0.000 0.056 −0.285
SimIC2Mfir −0.309 −0.320 −0.044 −0.325 −0.388 −0.512 0.344 −0.170
SimIC2Msec −0.674 −0.741 −0.265 −0.144 −0.224 −0.283 0.281 −0.307
SimIC3Mthi −0.697 −0.631 −0.164 −0.092 0.085 −0.103 −0.428 −0.216
SimIC 0.121 0.134 0.132 0.161 −0.133 −0.068 0.125 −0.101
SimDis1M −0.532 −0.530 −0.322 −0.526 −0.109 0.057 0.583 0.274

Note. From left to right: measure approach, correlation for M&C benchmark, correlation for R&G benchmark,
correlation for WordSim-353 benchmark, correlation for Jiang-1 benchmark, correlation for Jiang-2 benchmark,
correlation for Jiang-3 benchmark, correlation for Jiang-4 benchmark, and correlation for Jiang-5 benchmark
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5.3.2 Influence of benchmarks

Eight benchmarks are computed in our experiments. For the first five benchmarks, Tables 6
and 7 show that the results of both Pearson and Spearman correlation coefficients on M&C,
R&G, and Jiang-1 are relatively better than WordSim-353 and Jiang-2. For all the concept
pairs in these five benchmarks, we measure the semantic information of one concept of each
pair on WordNet and the other of each pair on Wikipedia. M&C is a subset of R&G with the
relabeled human judgments. All the concepts in these three benchmarks (M&C, R&G, and
Jiang-1) are ordinary English nouns so they are fully described in both lexical databases like
WordNet and encyclopedia like Wikipedia. The characteristics of both benchmarks (M&C,
R&G, and Jiang-1) and knowledge sources (WordNet and Wikipedia) make the results on
M&C, R&G, and Jiang-1 relatively good. Jiang-2 contains pairs of real-world Wikipedia
concepts and over half of them don’t appear in WordNet taxonomy structure. The correlation
coefficients on Jiang-2 benchmark don’t exceed 0.5 in Tables 6 and 7. WordSim-353 is a
dataset for measuring semantic relatedness between words (concepts) so the correlation
coefficients of semantic similarity task on it is not good by using both WordNet and
Wikipedia.

The results of Pearson correlation coefficients on Jiang-3 are a little better com-
pared with Jiang-4 and Jiang-5, and the Spearman correlation coefficients are much
better than both Jiang-4 and Jiang-5. The best Spearman correlation coefficient is
higher than 0.98 on Jiang-3 but lower than 0.52 on both Jiang-4 and Jiang-5. The
first reason may be that the diversity of the concept pairs in Jiang-3 are much higher.

Table 7 Results on Spearman correlation with human judgments of similarity measures

Measure M&C R&G WordSim-353 Jiang-1 Jiang-2 Jiang-3 Jiang-4 Jiang-5

SimIC1Mfir 0.516 0.081 −0.389 0.098 0.091 0.987 0.324 0.103
SimIC2Mthi 0.644 0.304 −0.397 0.030 −0.088 0.763 0.442 0.304
SimDis2M 0.700 0.355 −0.105 0.349 0.245 0.543 0.096 0.168
SimDis3M 0.468 0.039 −0.202 0.350 0.166 0.961 0.488 0.341
SimDis4M 0.607 0.157 −0.160 0.512 0.166 0.961 0.488 0.341
SimDis5M 0.689 0.144 −0.134 0.525 0.166 0.765 0.473 0.470
SimDis 0.653 0.416 0.214 0.050 −0.032 0.703 0.392 0.182
SimFea1M 0.757 0.733 0.073 0.343 0.081 0.167 0.267 0.066
SimFea2M 0.757 0.733 0.073 0.343 0.081 0.167 0.267 0.066
SimFea3M 0.259 −0.055 −0.122 −0.474 −0.234 0.167 0.267 0.066
SimFea4M 0.636 0.576 0.354 0.058 0.189 0.671 0.203 0.073
SimFea5M 0.636 0.576 0.354 0.058 0.189 0.513 0.203 0.073
SimFea6M 0.382 0.205 0.132 −0.222 0.437 0.649 0.203 0.073
SimFea 0.017 0.136 0.354 −0.073 0.221 0.473 0.209 0.092
SimIC1Msec −0.679 −0.839 −0.411 −0.195 −0.662 0.986 0.324 −0.329
SimIC1Mthi −0.036 −0.448 −0.604 −0.513 −0.386 0.987 0.318 0.047
SimIC2Mfir 0.126 0.227 −0.031 −0.075 −0.179 −0.283 0.512 −0.389
SimIC2Msec 0.092 0.225 0.146 −0.010 −0.245 0.008 0.216 −0.686
SimIC3Mfir 0.419 −0.171 −0.312 −0.378 −0.601 0.987 −0.082 −0.149
SimIC3Msec −0.036 −0.450 −0.489 −0.538 −0.512 0.987 0.116 −0.038
SimIC3Mthi −0.252 −0.594 −0.476 0.001 −0.078 0.916 0.038 −0.319
SimIC −0.850 −0.711 −0.558 −0.751 −0.548 0.987 0.009 −0.111
SimDis1M 0.211 −0.241 −0.223 0.071 0.166 0.703 0.476 0.182

Note. From left to right: measure approach, correlation for M&C benchmark, correlation for R&G benchmark,
correlation for WordSim-353 benchmark, correlation for Jiang-1 benchmark, correlation for Jiang-2 benchmark,
correlation for Jiang-3 benchmark, correlation for Jiang-4 benchmark, and correlation for Jiang-5 benchmark
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Since Jiang-3 involves both the biomedical ontologies and common knowledge
sources, which can provide with more semantic information. The second reason may
be caused by the small different integrality of the semantic information of the
concepts in Jinag-4 and Jiang-5. The information contained in Jiang-4 and Jiang-5
are much more professional but in Jiang-3 are much more extensive.

5.3.3 Influence of measures

Three kinds of measures, i.e., IC-based measures, distance-based measures, and feature-based
measures, are proposed in this paper. For the IC-based measures, it is obvious that the
measures SimIC1Mfir, SimIC2Mthi, SimIC3Mfir, and SimIC3Msec perform well on Pearson
results while other six measures (SimIC1Mthi, SimIC1Msec, SimIC2Mfir, SimIC2Msec,
SimIC3Mthi, and SimIC) don’t. Meanwhile, the measures SimIC1Mfir and SimIC2Mthi perform
relatively better on Spearman results than other eight measures (SimIC1Msec, SimIC1Mthi,
SimIC2Mfir, SimIC2Msec, SimIC3Mfir, SimIC3Msec, SimIC3Mthi, and SimIC). These four mea-
sures (SimIC1Mfir, SimIC2Mthi, SimIC3Mfir, and SimIC3Msec) involve three approaches of IC
computation and three IC-based similarity measurement methods introduced in Section 4.1,
which illustrates that IC-based measures are all feasible if they are adopted appropriately. The
measure SimIC3Msec outperforms other measures with Pearson correlation coefficients 0.805,
0.740 and 0.723 on M&C, R&G, and Jiang-1, respectively. For Spearman results, the measure
SimIC2Mthi outperforms other measures with 0.644 on M&C and 0.763 Jiang-3. These
confirm the statistical similarity measures like IC-based measures are effective on multiple
heterogeneous taxonomy structures.

For the distance-based measures, all the measures obtain good correlation coeffi-
cients except SimDis1M. A major reason of poor result about SimDis1M is that the
depths of knowledge sources are greatly different from each other. The same spath
considered in Definition 19 represents different similarity values in different knowl-
edge sources. Figure 11 shows an example to illustrate the different cases of the same
spath of two concept pairs (A, B) and (A′, B′). spath(A, B, Ti, Tj) = 4 and spath(A′, B
′, Ti, Tj) = 4, but they are not equally similar since the maximum depths of Ti and Tj

are 10 and 5 separately. So the lengths of the path in different taxonomy structures
are of different semantic meanings. In contrast, the measure SimDis5M obtains
Pearson correlation coefficients 0.822, 0.738, 0.442, 0.699, 0.567 and 0.416 respec-
tively on M&C, R&G, WordSim-353, Jiang-1, Jiang-4 and Jiang-5 benchmarks. These
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show the feasibility of computing semantic similarity of concepts with the distances
among them on multiple taxonomy structures.

Most of the correlation coefficients of feature-based measures listed in Tables 6 and 7 are
positive. The measures SimFea1M and SimFea2M obtain nearly the same correlation coeffi-
cients on all benchmarks. It indicates the set operations Jaccard and Dice in the similarity
computation of features influence the result slightly. For SimFea3M, both the Pearson and
Spearman results are relatively lower than SimFea1M and SimFea2M. For measures
SimFea4M, SimFea5M, and SimFea6M, they combine the features from multiple knowledge
sources before computing similarities. However, comparing the performances of SimFea1M
and SimFea4M on all benchmarks, we find there is a significant decrease from the former to
the latter on M&C, R&G and Jiang-1, but an increase from the former to the latter on Jiang-3
and Jiang-5. Analogously, the decreases also appear in the measures pairs (SimFea2M,
SimFea5M) and (SimFea3M, SimFea6M). This illustrates that computing similarity of aggre-
gate features come from multiple knowledge sources doesn’t always perform better than
considering the feature in a separated knowledge source.

5.3.4 Our most generic and flexible approaches

The similarity computed in measure SimIC is completely depended on the maximum similarity
of other nine IC-based measures (SimIC1Mfir, SimIC1Msec, SimIC1Mthi, SimIC2Mfir,
SimIC2Msec, SimIC2Mthi, SimIC3Mfir, SimIC3Msec, and SimIC3Mthi). To reduce the deviations
of similarities among different IC-based measures, we normalize the similarities of each
measure before computing SimIC. However, the results of correlation coefficients are not
good in Tables 6 and 7 on all benchmarks, which means it is improper to compare different IC-
based measures by similarities and set the value of SimIC to the maximum similarity. The
major reason may be related to the incommensurable importance of different similarity values
in different measures.

Similar to SimIC discussed above, the composite measures SimDis and SimFea also have
lower correlation coefficients than separated measures such as SimDis5M and SimFea2M. This
explicitly shows that the maximum methods generated by different semantic similarity
computation measures can hardly improve the performance of similarity computation.

6 Conclusion

The final goal of computerized similarity measures is to accurately mimic human
judgements about semantic similarity. At present similarity measures have been used
for many different areas such as natural language processing, information retrieval,
and word sense disambiguation. In this paper, some limitations of the existing
similarity measures are identified (see Section 1). For example, there is not a unified
framework for existing methods and existing approaches cannot compute similarity for
two concepts that come from two different knowledge sources. To tackle these
problems, this paper proposes an extensive study for semantic similarity of concepts
from which a unified framework for semantic similarity computation is presented.
Based on our framework, we give some generic and flexible approaches to semantic
similarity measures resulting from instantiations of the framework. In particular, we
obtain some new approaches to similarity measures that existing methods cannot deal

32374 Multimedia Tools and Applications (2021) 80:32335–32378



with by introducing multiple knowledge sources. The evaluation, based on three
widely used benchmarks and five benchmarks developed in ourselves, sustains the
intuitions with respect to human judgements. Some methods proposed in this paper
have a good human correlation and constitute some effective ways of determining
semantic similarity between concepts.

With the development of deep learning technology, in recent years semantic similarity
measures can also be implemented by exploiting deep learning technologies such as long
short-term memory (LSTM) deep learning methods and attention-based approaches combined
with Word2Vec. As future works, we are planning to further explore semantic similarity
computation by using deep learning technologies. In addition, we will theoretically and
empirically investigate the unified framework issue of semantic relatedness for concepts. It
is also desirable to apply our similarity measure approaches to text or short text search tasks
(semantic search for texts or short texts).
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