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Abstract
The communication between a person from the impaired community with a person who
does not understand sign language could be a tedious task. Sign language is the art of con-
veying messages using hand gestures. Recognition of dynamic hand gestures in American
Sign Language (ASL) became a very important challenge that is still unresolved. In order
to resolve the challenges of dynamic ASL recognition, a more advanced successor of the
Convolutional Neural Networks (CNNs) called 3-D CNNs is employed, which can recog-
nize the patterns in volumetric data like videos. The CNN is trained for classification of
100 words on Boston ASL (Lexicon Video Dataset) LVD dataset with more than 3300
English words signed by 6 different signers. 70% of the dataset is used for Training while
the remaining 30% dataset is used for testing the model. The proposed work outperforms
the existing state-of-art models in terms of precision (3.7%), recall (4.3%), and f-measure
(3.9%). The computing time (0.19 seconds per frame) of the proposed work shows that the
proposal may be used in real-time applications.

Keywords 3D CNN · Speech · ASL · Deep Learning

1 Introduction

It is known that roughly 2,500,000 people from all over the world uses sign language to com-
municate. ASL for word recognition is an example of two-handed sign language comprising
of dynamic hand gestures for spelling American English. It incorporates hand movements
in the air for communicating with others by hearing impaired. The demand for human
translators for smooth communication between deaf and hearing communities is elemental.
However, this is ineffectual, upscale, and inconvenient as human competence is mandatory.
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Ong et al. [30] presented the use of tree-structured boosted cascades to classify differ-
ent hand gestures. This achieved a good average accuracy on their dataset. However, the
classifier is trained on assumed hand gestures instead of standard hand gestures. Also, the
time complexity of the presented method is high. The work of Issacs et al. [7] focuses on
the recognition of static ASL fingerspelling letters. They used a wavelet feature detector on
intensity maps classified using a Multi-Layer Perceptron (MLP) having 24 classes. In the
ASL LVD [2], each sign is signed by native ASL signers. The video sequences are cap-
tured from four different viewpoints simultaneously. Two of them are frontal views, one side
view, and one is a slightly zoomed view on the face of the signer. Moreover, the annotations
are included on the top of the video sequences for each signer. The dataset presents chal-
lenges that are relevant to areas such as machine learning, computer vision, and data mining.
It includes the discrimination of visual motion of hand gestures into thousands of classes.
Figure 1 depicts the frames from a sample video sequence from three different views.

Some approaches [5, 36, 38] used sensor gloves and magnetic trackers, so can’t be
considered as vision-based systems. While some vision-based methods are also presented
for smaller vocabularies (20-100 signs) and mainly relied on color markers. The above-
mentioned previous studies have attempted to tackle the problem of using the combination
of image processing and machine learning techniques. These studies focus on tracking the
hand motion, hand shape recognition using machine learning as well as pattern recognition
techniques to classify the ASL LVD words. These words are widely used in ASL recogni-
tion. Talking about the application of ASL, it can vary from conveying the names, addresses,
and most importantly communication between an impaired person and other community.
The recognition of dynamic hand gestures poses many challenges in the case of ASL LVD.
The motion of hands, trajectory of motion, hand shape, and multi-view information may
vary drastically for different signers. Also, the variation acquired due to different camera
viewpoint complicates the situation.

In this paper, the authors intent to overcome the challenges posed by ASL LVD. The
concept of 3-D CNN cascaded for different viewpoints is implemented to analyze the multi-
modal information more competently with more accurately against the existing models.

Also, with the advancement in hardware technologies of GPU, the use of CNN’s in
computer vision challenges has increased in past few years. Therefore, we processed the
video information using 3-D CNN cascaded for learning from different viewpoints. The
performance of the proposal has been comprised of the existing state-of-the-art models on
dynamic hand sign recognition. The various salient features of our work are:

– 3-D CNN’s cascaded is employed as a deep learning framework for recognizing the
dynamic hand sign with better accuracy.

– The proposed work can work for Signer-independent as well as surroundings indepen-
dent.

– To consider the different viewpoints, the cascaded CNNs have been deployed for better
training.

Fig. 1 A sample video sequence from ASL LVD [2]
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– The proposed work outperforms the existing state-of-art models in terms of precision
(3.7%), recall (4.3%), and f-measure (3.9%).

– The computing time (4 milliseconds per frame) of the proposed work shows that the
proposal may be used in real-time applications.

2 Related work

In the past few decades, many interesting works [28, 32, 37] have been presented to the
recognition of dynamic hand gestures for sign language. The ASL dynamic hand gesture
recognition is still a challenging problem despite efforts made in the field during the last
decade. The requirement for the understanding of multi-modal information like hand gesture
and movement in case of ASL where it makes the problem more ambiguous is very acute.
Moreover, a large number of words in sign language having similar gestures with a lesser
number of samples for each word makes the problem more difficult. Sometimes, the same
signs from different signers or different viewpoints have different appearances. While the
converse that is different signs from different viewpoints or different signers look the same.

Koller et al. [12] marked the beginning of ASL recognition using desk and wearable
computer based videos. They used two different cameras and achieved different accuracies
corresponding to them. One of the cameras is mounted on the user desk while another
one is mounted on the cap worn by the user. The model presented used 40 words in the
lexicon. The model used the Hidden Markov model (HMM) consisting four states for word
recognition. Cui et al. [4] used intensity-based image sequences for hand sign recognition.
They focused on hand shape recognition for hand sign recognition. They deployed the use
of multidimensional discriminant analysis for selecting discriminating linear features. The
features obtained are classified using a recursive partition tree approximator.

Liwicki et al. [26] used a Histogram of Oriented Gradients method to recognize British
Sign Language (BSL) fingerspelling and achieved good results. Uebersax et al. [35] pre-
sented the use of Average Neighborhood Margin Maximization (ANMM) for 26 dynamic
hand poses in ASL using depth maps. They achieved good accuracy using a dataset con-
taining at least 50 images per alphabet of seven different signers. The use of deep learning
techniques in sign language is deployed for recognizing Italian Sign Language [31]. The
use of CNNs for ASL fingerspelling recognition was first presented by Kang et al. [10].
They used depth maps for hand segmentation, those segmented images are then fed to
CNN (AlexNet) for classification. Ameen et al. [1] also tried to solve ASL fingerspelling
recognition using CNN on both depth and intensity maps.

Kinect sensor [3] is used to obtain the color and depth gesture samples, and the ges-
ture samples are processed. On this basis, a joint network of CNN and RBM is deployed
for gesture recognition. In another work [23], medical images of the liver and chest X-ray
of different human organs have been segment using fuzzy theory and region growing algo-
rithm. By considering the disadvantages of greedy algorithms in sparse solution, a modified
adaptive orthogonal matching pursuit algorithm (MAOMP) [24] is proposed to estimate
the initial value of sparsity by matching test and will decrease the number of subsequent
iterations. The step size is adjusted to select atoms and approximate the true sparsity at
different stages. Aiming at the problem of the high computational complexity of the l1
norm-based solving algorithm, a l2 norm local sparse representation classification model
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is presented [6]. SignFi [27] is proposed to recognize sign language gestures using WiFi.
SignFi employed Channel State Information determined by WiFi packets as the input and
a CNN as the classification algorithm. SCANet [22] utilizes two-stream CNN to learn and
extract representative features and then performs the principal component analysis to select
the top 25 features with high discriminability.

To analyze the video contents, a CNN based model has been proposed to summarize the
important events in a video[14]. In other work, a deep CNN model has been presented to
recognize the ASL [33]. A data-driven system with 3D-CNNs is employed to extract spa-
tial and temporal features from video streams, and the motion information is captured by
noting the variation in depth between each pair of consecutive frames [25]. An approach
exploits sequence constraints within each independent stream and combines them by explic-
itly imposing synchronization points to make use of parallelism that all sub-problems share
[13]. This with multi-stream HMMs while adding intermediate synchronization constraints
among the streams. A computer-assisted cognitive assessment method based on the Praxis
test is proposed [29]. Four methods are developed to evaluate dynamic and static gestures
in the Praxis test. A challenging RGB-D dataset is collected consisting of 60 subjects and
29 gestures.

3 Proposed work

The proposal has been divided into two sections as the ASL LVD video sequences are pre-
processed and then recognized using cascaded 3-D CNNs. Sections 3.1 and 3.2 describes
about pre-processing done for better training of cascaded CNNs and cascaded CNNs
respectively. The major components of the proposed model are shown in Fig. 2.

3.1 Pre-processing

To effectively train the CNNs, some pre-processing has been done. This reduces the chances
of CNNs being trained on noising elements resulting in degraded performance. Since pre-
processing is only done while training the network so it is a prior expense of time. Below
we outline the various pre-processing stages.

– Each video sequence is first converted into several frames, then each frame is processed
individually.

– Original color frame is first converted to a gray-scale image. Then unwanted noise and
spots in the frame are removed using median filtering.

– The illumination variations in the frame are canceled out using Histogram equalization.
To reduce the computation, each frame is resized to 512×384 and normalized to [0, 1].

– Each video sequence is then reduced to the size of 25 distinct frames.
– The processed frames are then combined again to form the video sequence for training

3-D CNNs.

The above process generates the processed video sequences having gray-scale frames. The
video sequences that are processed were manually trimmed. This ensures only hand gestures
and motions to be present in video sequences for training CNNs. As outlined earlier, the
works presented to recognize dynamic ASL are less in number as compared to static ASL
recognition. Several authors have tried various feature extraction methods followed by the
use of different learning techniques like HMMs, Recursive partition tree, and ANMM. But
the use of deep learning techniques has not yet been presented. So, we tried to explore the
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Fig. 2 Various components of the proposed model

deployment of CNNs to resolve the problem of dynamic ASL recognition. Algorithm 1
elaborated the flow of the proposed model.

3.2 Deep sign recognition architecture

The concept of neural networks came into existence by the works [15, 17–21], while the
concept of deep learning is coined fairly recently in the mid-2000s by Hinton and his
collaborators [8, 9]. Figure 3 shows architecture of CNN in proposed method.

As the name suggests, it focuses on the development of a sequence for feature recogni-
tion maps, stacking one layer on top of the previous layer, and where each layer recognizes
the extended features provided the previous layer, with the final layer performing classifi-
cation [39]. For example, to recognize objects in images, the first layer learns to understand
patterns in edges, the second layer combines that pattern of edges to form motifs, the next
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Fig. 3 Work flow of the proposed model

layer learns to combine motifs to attain patterns in parts, and the final layer learns to rec-
ognize objects from the parts identified in the previous layer [16]. The summary of CNN is
given in Table 1.

The convolution operation is widely used in the field of image processing. The con-
volution layers on CNN also work on the same principle. The convolution of an input x

with kernel k is computed by (1), where x is an image in the input layer or a feature map
in the subsequent layers. The convolution kernel, k is a square matrix having dimension
specified by the user. The number of feature maps is a hyper-parameter that is determined
experimentally. For a 3D kernel, the convolution is defined as in (1).

(x ∗ k)ijm =
s−1∑

p,q,r=0

(xi+p,j+q,m+r ) × (ks−p,s−q,s−m) (1)

In our work, x is the pixel, k is kernal, i, j and m are 3 Dimensional values, 92 feature
maps or filters are used after the input layer. The kernel size defines the receptive field of
the hidden neurons in feature maps.

Table 1 Configuration of 3-D
CNN model for Sign recognition Fully connected #neurons: 101

Dropout Ratio : 0.5

ReLU

Fully connected #neurons: 1024

Dropout Ratio : 0.5

ReLU

Fully connected #neurons: 4096

Dropout Ratio : 0.25

Maxpooling kernel : 2 × 2 × 2, stride : 2

ReLU

Convolution #filters: 216, kernel : 15 × 15 × 3, stride : 1

Maxpooling kernel : 2 × 2 × 2, stride : 2

ReLU

Convolution #filters: 92, kernel : 25 × 25 × 6, stride : 1

Input 512 × 384 × 25 gray-scale video
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In the case of the 3D kernel, the last dimension specifies the number of frames falls into
the receptive field. It acts as the filter for searching a specific pattern in the input image.
The stride defines the movement of the kernel across the input image. Lesser the stride more
accurate the feature maps regarding the patterns. In our model, we took the stride of 1 in all
the kernel dimensions. We used ReLU (Rectified Linear Unit) as activation function [40],
which enhances the learning process of the network. For the input x the output of ReLU is
defined as in (2).

f (x) = max(0, x) (2)

A smooth approximation to ReLU is the analytic function also called soft plus function is
defined as in (3).

f (x) = ln(1 + ex) (3)

To avoid the exploding gradient problem, we employed dropout layers having the ratio to
be 0.50 & 0.25 [34]. Dropout layers neglect the input from some neurons in previous layers.
This avoids the exploding as well as the vanishing of the gradient. Moreover, this also avoids
the over-fitting of the network while training, promising higher accuracy of test data. A
pooling operation is applied to reduce the impact of translations and reduces the number of
trainable parameters that would be needed. All the layers discussed above collectively act as
a single convolution layer. In our model, we deployed two convolution layer. One having 92
feature maps and the other having 216 feature maps. Moreover, we also changed the kernel
size in the next layer for better training and testing.

A fully connected layer could be understood as the feed-forward neural network. The
feature maps obtained after both convolution layers act as input to fully connected layers.
The last convolution layer contains 216 feature maps with a matrix having 115 × 78 × 4
as the dimension is reshaped into a single 7,750,080 dimensional vector. This vector act as
input to a three-layer neural net with 4096 nodes in the first hidden layer, 1024 in the second
hidden layer, and 101 class nodes, one for each word in the lexicon and last one for NULL

denoting that the word doesn’t belong to above 100 classes. The softmax layer transforms
the output of various neurons into probability.

With time, many robust and fast training algorithms have been presented by many
authors. More recently, Kingma et al. [11] proposed a new training algorithm called Adam
optimization basically in neural networks for speeding up the learning process. They used
the concept of second-order moments and their correction in training. We used an Adam
optimization technique for backpropagating the error. It has many benefits over the tradi-
tional Stochastic gradient descent method (SGD). It removes the major drawback of SGD
viz. slow training. The various parameters in Adam optimization are stepsize (α), expo-
nential decay rates for moment estimation (β1, β2), objective function f (θ) and moment
vectors (m0, v0).

The gradient concerning f (θ) at any time instance is defined as in (4).

gt = �θft (θt−1) (4)

The moment estimates are updated as in (5).

mt = β1 · mt−1 + (1 − β1) · gt ,

vt = β2 · vt−1 + (1 − β2) · g2
t

(5)

These moments are then used to obtain corrected moments as defined in (6).

mt = mt

1−βt
1
, vt = vt

1−βt
2

(6)
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Fig. 4 Cascaded CNN architecture used in proposed work

These moments are then used to update the parameters used in the network as defined in
(7).,

θt = θt−1 − α · mt√
vt + ε

(7)

Where the ε is set to 10−8 by default. Here, the objective function is categorical cross-
entropy as defined in (8).

f (θ) = −1

n

n∑

i=1

m∑

j=1

yij log(pij ) (8)

Where n is the number of sampled and m is a number of categories.
The traditional Mean Squared Error (MSE) emphasis more on the incorrect outputs, so it

is slightly ineffective if used along with the softmax layer. Figure 4 illustrates the cascaded
3-D CNN structure as used in the proposed work.

The use of 3-D CNN overcomes the problem of dynamic hand gestures in the ASL
Lexicon Video dataset. Moreover, the video sequences in the dataset are recorded from four
different viewpoints. So, to increase the efficiency of training we used four 3-D CNNs, each
one for different viewpoints. These four different CNNs are trained using video sequences
of a particular viewpoint. Once trained for all different viewpoints, it can be used to classify
words pertaining to any one of four viewpoints. Figure 5 shows some sample predicted
using cascaded 3-D CNN.

4 Experiment and discussion

As mentioned earlier, the use of deep learning techniques in ASL LVD1 recognition has
not been presented so far in the best of our knowledge. The architecture was implemented
using the Python library Keras for deep learning based on CUDA as well as CuDNN on a
standard dual-core computer having NVIDIA GeForce GTX 660 GPU (2GB memory and
960 CUDA cores).

1http://www.bu.edu/av/asllrp/dai-asllvd.html
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Fig. 5 Illustrations of signs predicted by 3-D CNN

To enable comparison, the same experimental methodology as [4, 32, 35] is adopted.
That is, given n users, a model is first developed using the data from the first n−1 users and
tested by the nth user. Next, a model is trained in all the data except the (n− 1)th and tested
on the (n − 1)th user, etc. This results in n values, which are averaged to produce estimates
of the precision and recall measures. The dataset is split into two parts: Training (70%) and
Testing (30%) datasets.

Table 2. shows the comparison of average precision, recall, and F-measure values
obtained by previous works and our work for different signers given by (9), (10), and (11)

Table 2 Comparison of
precision, recall and F-measure Model Precision (%) Recall (%) F-measure (%)

Pentland et al. [32] 92.3 92.8 92.5

Cui et al. [4] 78.9 86.5 82.7

Uebersax et al. [35] 77.8 85.4 81.5

Koller et al. [12] 78.6 86.2 82.4

Proposed work 96.0 97.1 96.4
Best results are shown in bold
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Table 3 Computing time
comparison Model Training epochs Execution Time per frame(sec)

Pentland et al. [32] 030 0.56

Uebersax et al. [35] 250 0.97

Cui et al. [4] 200 1.76

Koller et al. [12] 80000 0.49

Proposed work 010 0.19
Best results are shown in bold

respectively.

P = T P

T P + FP
(9)

R = T P

T P + FN
(10)

Fβ = (1 + β2) × P × R

β2 × P + R
(11)

Where, P, R and Fβ denotes precision, recall and F-measure respectively. For equal
priorities of P and R, we used β = 1. The results are evaluated by computing recall and
precision measures for each word. These values are then averaged to get final recall and
precision values. The experiments were run for 10 epochs until the network converged.
The use of Adam optimization in training the network instead of the traditional Stochastic
Gradient Descent (SGD) approach has reduced the training time drastically. Also, the use
of GPU for computation also aids in saving training time.

The Table 3 consists the time requirement of proposed work and existing models. From
the Table it is obvious that the proposed model meets the real time constraints of the prob-
lem. This help us to process 5 frames having dimensions 512 × 384 in one second from an
input video.

5 Conclusion and future work

This work highlights ASL based dynamic gesture recognition system. It could automati-
cally recognize sign language; would be beneficial for the people that use sign language to
communicate. It can classify dynamic ASL hand signs into 100 different words. We showed
the efficiency of using convolution neural networks on both depths as well as intensity
maps for ASL fingerspelling recognition system. The evaluation of the presented work has
shown the promising performance of the method with lesser time requirements. The pro-
posed work outperforms the existing state-of-art models in terms of precision (3.7%), recall
(4.3%), and f-measure (3.9%). The computing time (0.19 seconds per frame) of the pro-
posed work shows that the proposal may be used in real-time applications. Also, to the best
of our knowledge, we are first to present the use of deep learning for ASL LVD recognition.
Moreover, the challenge of using both hands can be solved using spatial transform layers
along with CNN to recognize in multi-label environment.
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