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Abstract

Maximum intensity projection (MIP) is a volume visualization technique that is important
in modern medical imaging systems. We propose a method to accelerate high-quality
MIP volume rendering using cubic interpolation. First, our method skips more regions of
volume data that do not affect the output image. To do this, we propose a method of
transforming the B-spline interpolation function into a sub-division of Bezier spline
interpolation. We generate the B-spline interpolation control points then the Bezier
interpolation control points from three dimensional voxel values. The maximum value
of each block is approximated using the Bezier interpolation control points due to the
convex hull property of the Bezier spline. By accurately approximating the maximum
value of each block, we can skip more unnecessary blocks. Second, we propose an
efficient method of parallelization when performing volume visualization using a GPU.
In order to reduce the number of memory transfers, our method determines the working
shape of a warp, a bundle of 32 GPU threads, depending on the viewing direction. As a
result, our method achieves a remarkable rendering speed improvement with no loss of
image quality compared to previous studies, and performs high-quality MIP volume
rendering using cubic interpolation at interactive speed.
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1 Introduction

Volume rendering is a technique for generating images using volume data, which is composed
of the three-dimensional array of voxels [8], that can be obtained when a patient has a CT scan
or MRI taken. Modern medical imaging systems rely on this technique due to the difficultly in
diagnosing hundreds of human body cross-sectional images taken by a CT scan or MRI one by
one. Ray casting is currently the most popular method of volume rendering. In ray casting, rays
proceed from the viewer through the projection plane (i.e. image) and extend into the target
volume. Along the ray’s path, intensity values are reconstructed at sampling positions in the
volume coordinates [11] (Fig. 1). Reconstructed values are blended to generate the output pixel
value. Alpha blending, maximum value selection, and averaging are the most popular methods
of blending.

Maximum intensity projection (MIP) is a volume rendering technique that displays the
maximum value along the viewing direction [14, 18] (Fig. 1). This technique is mainly used to
observe blood vessels and skeletal structures [15].

To create the image, we need to find the continuous interpolation function using a given set
of' voxels [11]. There are many possible interpolation functions (or filter kernels). As described
in previous research [4], tri-linear interpolation is a well-known method and generates
smoother results than the nearest neighbor interpolation which generates staircase artifacts
[15].

Many modern medical imaging systems require very high-quality images, where interpo-
lation methods using a cubic spline are particularly useful [11]. When viewing enlarged
images of the vascular structure, as shown in Fig. 2, images using cubic interpolation are
clearly superior to those using linear interpolation. There are various ways to determine the
coefficients of a cubic function, the choice of coefficients presents trade-offs between the
sensitivity to noise and blurring. For example, the B-spline very smooth, but has low post-
aliasing (pixel energy leaking), while the Catmull-Rom spline produces less smoothing but has
poor post-aliasing properties, and there is no optimal setting that works for all applications
[10]. On the other hand, the windowed sinc filter generates a very good image, but it is difficult
to use practically for volume visualization because the amount of computation is excessive.

Producing such a high-quality image requires a significant amount of time, due to the
increase in computation and memory references. For example, linear interpolation can be
computed as a weighted sum of 23 = 8 voxel values, but a cubic interpolation is calculated as a
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Fig. 1 Maximum intensity projection using the ray casting method, where the maximum value along the line of
sight is determined
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Fig. 2 Magnified CT images using a linear interpolation and b cubic interpolation. The images that were
processed with cubic interpolation were higher quality than those processed with linear interpolation when
magnified

weighted sum of 43 = 64 voxel values in a three-dimensional space. Even when utilizing GPUs
[3], volume visualization using cubic interpolation takes a significant amount of time to
generate high-resolution images. In this paper, we propose a more efficient MIP volume
rendering method using cubic interpolation processed by GPUs.

First, we can skip unnecessary areas of volume data, with a 1.5 times better than the
existing technique [25]. The maximum value of each area must be accurately estimated in
order to determine whether or not it is necessary; a region with a low maximum value is more
likely to be removed. To obtain more accurate estimates, we propose a new method that
transforms the B-spline into piecewise Bezier splines and then subdivides each Bezier spline
into smaller subsections.

Second, we suggest a new method to improve the computational efficiency of the GPU.
When the viewing direction changes, we dynamically determine the optimum shape of tiles
(group of pixels). We enhance memory access efficiency by utilizing the memory coalescing
capability of the GPU [24].

The remainder of this paper is organized as follows. After reviewing the preliminaries and
related work in Section 2, we describe our method for efficient space skipping using Bezier
curve subdivision and GPU utilization in Section 3 and 4, respectively. Section 5 presents the
experimental results. Finally, we make a conclusion in Section 6.

2 Related works
2.1 Empty space skipping
Sub-volumes that are not represented in the output image can be removed from the volume

data to improve rendering time. Although it is not the subject of this paper, in direct volume
rendering, users typically determine the transparent and opaque sections using the transfer
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function, allowing the transparent sections to be removed in advance [9]. For the concrete
method, the entire volume is subdivided into equal sized blocks, and the maximum and
minimum values of every block (M, m in Fig. 3(a)) are calculated and stored during in the
preprocessing time. During rendering, if the maximum and minimum values of a block are
within in the transparency range designated by the user (T/M,m] in Fig. 3(a)), the block is
determined to be transparent.

Because there is no transparent part in MIP rendering, an alternative method is
used. As the ray progresses, if the current cumulative value is greater than the
maximum value of the current block (M in Fig. 3(b)), the block is deemed unneces-
sary and does not affect the result [5, 13]. The processing of one pixel (or ray) is
described in Algorithm 1.

Algorithm 1. MIP ray casting using empty space skipping

Processing one ray
pixel max :=0
sample position := start position of the ray
WHILE sample_position is in the volume
block = GetBlockFrom (sample_position)
IF block.max < pixel_max THEN skip block
ELSE pixel_max := max ( ManySamplingsAndGetMaxFrom(block), pixel _max )
sample_position := move to next block

N eawe

2.2 B-spline interpolation

B-spline is a popular technique to generate curves using given control points. The
curve is drawn as the weighted sum of the points according to the changing parameter
t. In this study, we use the cubic B-spline using four control points (see Eq. 1). For
example, the i-th curve, S;, uses points Piy, P;, P;,q, and P;,,, while the (i+ 1)-th
curve uses points P;, P, 1, Pi,,, and P;,3. Adjacent curves, S; and S;,, are smoothly
connected at the end points.

The B-spline does not pass through the given control points because S;(0) =
%#pi for each S;. At each voxel position (X, y, z) in the volume data,
the B-spline reconstructed sampling value is different from the value measured by CT
scan or MRI, i.e. b(x,y, z) # volume[x][y][z]. Therefore, B-spline is not an interpolation

but an approximation method, and involves an over-blur problem.
-1 3 -3 1 Py

113 -6 3 0 P,

_[3 2 1 L i
Si()=1[7 72 ¢ 1]6 3 0 3 ol P (1)

1 4 1 0 Piyo

To solve this problem, the control points are moved, such that the B-spline curve
based on the moved control points passes through the original control points. This
method is called B-spline interpolation [23]. As shown in Fig. 4, the control points,
P;, were moved to the control points, B;, and the B-spline generated using points B;
then passes through the original points P;.

We are able to obtain the control points B using the given control points P. The values for
B[k] must be calculated such that Eq. 2 is satisfied for all integers &, while 3 is a B-spline basis
of degree 3.
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Skipping an unnecessary block for direct volume rendering and MIP. a In case of direct volume rendering,
the block is skipped using the user defined transfer function and the maximum and minimum values (7], m]) of
the block (b) In the case of MIP, the block is skipped if the current cumulative value (Max) is greater than the

block maximum value ()
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Fig. 4 a The B-spline does not pass through the given control points P; b After the control points P; are moved to
the control points B;, the B-spline then passes through the original points P;
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Essentially, we compute B to satisfy the expression w = P; for each i. This
problem can be solved using matrix formulations [2] which is a banded Toeplitz matrix. In

this paper we utilize Ruijters’s method [17] because of its simplicity, while other efficient
methods exist [1, 16].
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Fig. 5 a One spline can be drawn using both Bezier control points (Z3;.1, Zsi, Z3i+1, and Zsi,») and B-spline
control points (B;_, B, Bi, 1, and B;, ;) b The maximum of the Bezier spline is smaller than the maximum of the
B-spline

2.3 Empty space skipping for B-spline interpolation

After creating new volume data using B-spline interpolation, we are able to use the
existing B-spline volume rendering and empty space skipping without modification.
Previous methods performed an empty space skipping using a B-spline approximation
[25] or B-spline interpolation [19]. Due to the convex hull property of B-splines, the
maximum value of the control points was used for the maximum value of the block.

In Fig. 4(b), the height (y coordinate) values of P;;, P;, Pi i, Piy2, and P; 3
represent the brightness values of the five consecutive voxels. Using B-spline interpo-
lation, new control points (Bi_i, B;, Bi+1, Bi+2, and B;,3) and two smoothly connected
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Fig. 6 Subdivision of Bezier spline in one dimension. By increasing the number of control points, we can more

accurately estimate the maximum value (red points) of the curve. For our volume interpolation, this concept is
extended into three dimensions

curve segments (red line) were generated. In this example, one block consists of two
segments (i.e. the block size is two). Previous methods approximated the maximum of
the red curve as B;,; using Eq. 3.

segment,.approx=max (Bi_1, Bi, Bi11, Bi12)

block.approx:zmax( segment;.approx, segment; | + 1.approx ) (3)

= max(Bi_l ,Bi, Bit1, Bita, Bi+3) >= max(spline)

By using the block.approx instead of the block.max in Algorithm 1, existing methods
conservatively preserve image quality, though the efficiency (possibility of skipping blocks)
drops.

The maximum values of the blocks are calculated during a preprocessing step. As
shown in Fig. 4, when there are two curve segments, five control points are required to
generate B-splines. In the case of the volume data, the maximum value of (s + 3)? control
points (voxel values) is calculated for each block, where a block consists of s 3 cubic cells.
Therefore, the total amount of preprocessing calculation required is O(size of volume
datax(s + 3)3/ s3).

2.4 GPU parallelization

Parallel programming using GPUs, such as CUDA or OpenCL, includes a multi-level
hierarchy of parallelism. With CUDA, the smallest parallelization unit is a thread, and 32
threads form a warp in which threads simultaneously execute the same instructions. The user
defines the number of threads that form a thread block. Dozens of thread blocks, or thousands
of threads, execute instructions in parallel to render a single image.

In volume rendering, a single thread is usually responsible for each pixel [20]. The
efficiency of threads is significantly impacted under certain conditions such as branch
divergence or memory coalescing [1]. To achieve the best performance, the threads in
a single warp should take samples along the X-axis of the volume data [24].

The optimum shape of a tile (32 pixels), which the warp (32 threads) is responsible for,
depends on the viewing direction. Zhou demonstrated that this tendency exists through various
experiments [26]. Sugimoto proposed an algorithm to determine the optimum shape of the tiles
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[21]. Our study proposes an improved method of determining the shape of a tile by building
upon the Sugimoto’s existing research.

3 Efficient space skipping using Bezier curve subdivision

3.1 Generation of Bezier control points

As described in section 2.3, empty space skipping can be performed by replacing the
block.max in Algorithm 1 with the block.approx in Eq. 3. If the value of block.approx is
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Fig. 7 Memory efficiency comparison by tile shape. If the image tile and the volume data are tilted by arctan
(1/8), (a) an 8 x 4 tile requires four memory blocks (b) a 16 x 2 tile requires three memory blocks. If the image
tile and the volume data are tilted by arctan (1/4), (c) an 8 x 4 tile requires seven memory blocks (d) a 16 x 2 tile
requires eight memory blocks
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much greater than the actual maximum value of the curve, unnecessary blocks will be
designated as necessary (false positive). As a result, unnecessary blocks are not skipped and
the efficiency drops [25]. Conversely, if the value of block.approx is smaller than the
maximum of the curve, necessary blocks can be designated as unnecessary (false negative).
Skipping necessary blocks creates defects in the output image. Therefore, it is important to
calculate block.approx such that the value is larger than the curve’s actual maximum but
remains as small as possible.

In this study, we propose a new method that is able to skip more blocks than previous
methods without the loss of image quality by transforming the B-spline into Bezier splines. We
demonstrate the case of a one-variable function for simplicity. One B-spline segment can be
transformed into a cubic Bezier spline as in Eq. 4.

-1 3 =3 1718
. s o 113 -6 3 o|| B
Bsplmei(t)f[z t t l]g 30 3 0 By
1 4 1 o|LlBy
-1 3 -3 17[-1 3 -3 17" [-1 3 -3 1778y
:[t3t2t11]3763037630137630 B;
3 3 0 0||3 3 0 0| 6|3 0 3 0|]Bu
1 0 0 of/[1 0 0 0 1 4 1 0|LlBi
=1 3 =3 177 (B +4Bi+Bi)/6 (4)
(A2 ] 36 3 0 (2B; + Bis1)/3
3 3 0 0 (B; +2B;1)/3
10 0 0)L(Bi+4Bii+Bi2)/6
_—1 3 -3 1_ _Z[(fl)
(3 2 4 36 3 0| Zo
=le 2 Al 5 0 ol Z
1 0 o ofl z

= Bezier;(t)

The new control points for i-th curve segment z ), zj, z;, and zj, are calculated from the
given control points By, B;, B, 1, and B, » by using Eq. 5. The Bezier splines, using the new
control points, are exactly the same as the previous B-spline segments.

Bi-1 +4B; + Biy1 2B+ Biy1 Bi+2Bi1 Bi+4Biy1 +Bio
(Zi(—])7Zi07Zilyzi2> = 6 ) 3 ) 3 ) 6 (5)

The ends of the B-spline segments are connected to each other. Therefore, the last
control point of the i-th curve of the Bezier spline overlaps with the first control point

Table 1 The most efficient rotation angle 6 for each tile shape

Tile shape The most efficient 6 (0<60<90°)
32x1 arctan (1/32)

16x2 arctan (1/8)

8x4 arctan (1/2)

4x8 arctan (2)

2%x16 arctan (8)

1x32 arctan (32)
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Table 2 Selected tile shapes depending on the rotation angle 6

Tile shape Rotation angle of proposed method Rotation angle of existing method [21]
32x1 0°<@<arctan (1/16)=3.576° 0°<0<15°

16x2 arctan (1/16)<f<arctan (1/4)=14.036° 15°<6<30°

8x4 arctan (1/4)<0<arctan (1)=45° 30°<6<45°

4x8 arctan (1.0)<O<arctan (4.0)=75.964° 45°<6<60°

2x16 arctan (4.0)<0<arctan (16.0)=86.424° 60°<0<75°

1x32 arctan (16.0)<6<90° 75°<0<90°

of the (i + 1)-th curve. To simplify notation, we define Z3;, =2y, so that Z3; ., =7, =
Zi +1)(-1) holds. One curve segment is represented using both B-spline and Bezier spline
as shown in Fig. 5(a).

segment,.apr_bzr=max(Zsi-1, Zsi, Zsi+1, Z3i+2)

block.approx >= block.apr_bzr::max( segment;.apr_bzr, segment, | .apr_bzr ) (6)
= max (Zsi-1, Zsi, Zsis1, Zsiv2, Z3(i+1)> Z3(i+1)+15 Za(ie1)42 ) >= max(spline)

We use the block.app _bzr of Eq. 6 to replace the existing block.approx. As shown in Fig. 5(b),
our block.app bzr is always less than or equal to existing block.approx because Z; is the
weighted sum of the B; values from Eq. 5 and the B-spline satisfies the convex hull property.
As a result, we are able to skip more blocks, while avoiding the loss of image quality.

The number of Bezier control points for n curve-segments is 37 + 1 in one dimension. The
procedure can be extended to 2D or 3D volume data, where the control points generate
surface-segments and cell-segments, respectively. The 1D procedure is respectively applied
to the x, y, and z-axes for 3D volume data.

Because this method uses 27 (3x3x3) times as much memory as the 3D volume data, the
efficient use of memory was an important consideration. In this method, only one maximum
value (2 bytes) is calculated and stored for each block. We create a temporary buffer for the
current blocks and then reuse buffer memory after obtaining their maximum values. This study
allocated about 54 MB of buffer memory to store Bezier control points for a 2 MB area of
volume data. After calculating the maximum value for the 2 MB area, we reuse the buffer
memory to calculate the next 2 MB area. This computation does not affect the overall
performance because it is only performed once during the preprocessing step using parallel
processing in the GPU.

Table 3 Volume datasets

Name Dimension Pixel Size (mm) Slice thickness (mm) Size (MB)
ABDOMENI (277) 512x512x277 0.57%0.57 1.00 138.5
ABDOMEN?2 (110) 512x512x110 0.63%0.63 3.00 55.0
HEAD (552) 512x512x528 0.42x0.42 1.00 276.0
LOWER (583) 512x512x583 0.78%0.78 1.50 291.5
KIDNEY1 (370) 512x512x370 0.58x0.58 1.00 185.0
KIDNEY?2 (341) 512x512x341 0.60%0.60 1.00 170.5
CHEST1 (528) 512%512x528 0.66%0.66 0.75 264.0
CHEST?2 (528) 512x512x528 0.66%0.66 0.75 264.0
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Fig. 8 Rendered images of selected volume data (ABDOMEN1, HEAD, LOWER, KIDNEY1, and CHEST1)

3.2 Subdivision of Bezier spline

A single Bezier curve segment can be divided into two or more Bezier curves by adding
control points. Figure 6 shows the result after seven control points are generated from the four
original control points. It is possible to skip more blocks by using the block.app _sub of Eq. 7,
which is the maximum value of the generated control points, instead of block.app bzr. For
example, in Fig. 6, subdg; . 5 is a better approximation of the maximum value of the curve than
Z3i+1. The Equations of the subdivision of the Bezier curve are well known and are described
in Appendix 1.

segment;.apr_bzr >= segment,.apr_sub=max (subdg-1, subdg;, ..., subdgi-s) (7)
Applying the process to 3D volume data, one cell-segment represented by 43 Bezier control

points is subdivided into eight micro-cells with 73 control points. In this step, we also reused
buffer memory that stores 73 values.

4 Efficient GPU rendering using memory coalescing

In this study, the GPU program was created using CUDA. The smallest parallel
processing unit is a thread, and 32 concurrent threads constitute a warp. Each thread
in a warp executes the same instruction, while they are able to access different

memory addresses using their unique thread ID value. If all 32 threads in a warp
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Fig. 9 Rendering time according to the viewing direction. The rendering time was measured while rotating the
viewing direction about the Z-axis. In the figure, the vertical axis is the rendering time (milliseconds) and the
horizontal axis is the degree of rotation (degrees)

request memory data that is close to each other, a single transfer of the memory block
satisfies all threads. On the other hand, if the threads in the warp access memory that
is far from each other, 32 separate memory transfers are required. To minimize this
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memory divergence, we propose an advanced method that allows the threads in the
warp to refer to minimal memory blocks.

Memory can be rearranged during preprocessing for better reference efficiency, however,
this method is difficult to use in medical imaging systems that perform multiple functions, such
as cross-sectional image extraction and segmentation [12]. Our method does not require
reconfiguring the memory.

Because a single thread is responsible for each pixel, a warp processes 32 pixels
simultaneously. Each rectangular region, composed of the 32 pixels that a warp is
responsible for, is called a tile. The output image consists of tiles of the same shape
because of GPU parallelism. The shape of the 32-pixel tiles must be one of the
following configurations 1 x32, 2x 16, 4x8, 8 x4, 16 x2, or 32 x 1 (see Fig. 7). Our
method determines the shape of the tiles depending on the angle between the X-axis
of the output image and the X-axis of the volume data.

In Fig. 7, each tile is shown as a black rectangle composed of small squares, and
the scanlines of the volume data are represented by blue lines. We can assume that
the horizontal direction of each tile is parallel to the X-axis of the output image, and
the GPU memory blocks (i.e. cache lines) are arranged along the X-axis of the
volume data, without losing generality. Therefore, the cache lines (blue lines) are
parallel to the X-axis of the volume data.

In order to supply memory to all of the threads of a tile, it is necessary to read a
block of memory several times from the volume data. In Fig. 7(a), there is an 8 x4
tile, where four different cache lines are transferred when a warp refers to the memory
of the volume data. In the same situation, using a 16 x 2 tile is more efficient because
it only requires three cache lines as shown in Fig. 7(b). Even though the spacing of
the blue lines is dependent on the image magnification selected by the user, the
relative comparison is the same.

Because the viewing direction changes according to the user’s input, the angle
between the black tile and the blue cache lines also changes. Because the 8 x 4 tile in
Fig. 7(c) requires seven memory references while the 16 x 2 tile of Fig. 7(d) requires
eight, the optimal tile shape should be calculated for every frame. We regard
determining the best tile shape as filling the tile with the minimum number of tilted
parallel lines.

When the angle between the X-axis of the image and the X-axis of the volume
data is 6, the shape of each tile and corresponding rotation angle for maximum
efficiency are presented in the Table 1. It is ideal when the width / height value of
the tile is equal to zan 6, as shown in Fig. 7(b) and (c). For reference, a mathematical
explanation is given in Appendix 2.

Next, the most efficient shape of tiles, corresponding to the given # from the user
input, should be determined. Table 2 presents a comparison between our method and
the previous method [21]. The previous study determined the shape of the tiles
according to the rotation angle # without basis in mathematics, while our method is
based on the proof given in Appendix 2. As a result, when 6=25° for example, the
existing method selects a 16 x 2 tile, while the proposed method selects an 8 x 4 tile.

When developing a software system, the shape of the tiles is determined by selecting the
shape of a CUDA thread block. For example, if the efficient tile is 4 x 8, we determine the
shape of the thread block to be 4 % 64 (assuming the thread block is composed of 256 threads)
[21].
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5 Experimental result

The experiments were conducted on a PC equipped with an Intel Core i5 CPU, 8 GB RAM,
and a GeForce GTX 960 GPU. We implemented our method using Visual studio C++ and
CUDA on a Windows 10 operating system. The volume datasets are presented in Table 3, and
the rendered images from selected datasets are shown in Fig. 8. We implemented B-spline
interpolation MIP volume rendering with empty space skipping without quality loss. Because
the characteristics of the B-spline are fully elucidated in existing studies [11, 17, 23, 25], no
relative comparison of image quality was performed.

Table 4 shows the improvement in speed of the proposed method as compared to other
methods. The visualization time of the existing method and the proposed method were
measured for each dataset. The rendering time is the average value when the viewing direction
is rotated about the Z-axis.

By using the existing B-spline skipping method [25] (refer section 2.3), we were able to
skip approximately 45 ~51% of the data (column A). By using the proposed Bezier spline
method, 66 ~71% of data can be skipped with no loss in image quality (column B). The
subdivision method discussed in section 3.2 was used to more accurately calculate the
maximum density values. The skip ratio was increased to 69 ~73% using subdivision (column
C). The rendering speed of the subdivision method was increased by about 10% despite the
slight improvement (2 ~3%) of the skip ratio. As a result, the proposed method outputs the
same image as existing methods [25] and improves the rendering speed by a factor of 2.
Practical volume data can be visualized at an interactive speed.

Rendering time is directly related to the size of the volume data, and the skip ratio is related
to the characteristics of the distribution of volume data. For example, if a skeletal section with
a large voxel value occludes an air section with a small voxel value, the skip probability is
increased.

To demonstrate the performance of the tile shape selection method proposed in section 4,
we compared the rendering time of the proposed method with the previous method [21]. The
experiment was based on our subdivision method (Table 4 column C). Additionally, we added
a simple optimization method.

For each pixel, the center of each ray is sampled when the ray starts, taking into
consideration that the value in the volume center of medical images is relatively large.
This does not affect the MIP image quality [22] because the maximum value among
samples along the ray is calculated. We are able to skip more blocks because the ray
starts with a large cumulative value in Fig. 3 [5, 6]. Although the existing method [21]
is separate from the acceleration proposed above, all accelerations were applied equally
to the proposed and existing methods to measure the effectiveness of the method
proposed in section 4.

Figure 9 shows the rendering times, which were measured by rotating the viewing direction
around the Z-axis. As seen from this figure, the proposed method was more efficient than the
existing method. Although the performance improvement of proposed method is not large, this
study is significant in that it demonstrates the method’s ability to calculate the best tile shape
theoretically and then verified it experimentally.

Rendering time is able the best when the axis of the volume data is parallel to the axis of the
image, and performance is degraded when the axes are oblique. This occurs because memory
references are not efficient, which is seen in most object-order volume visualizations [7].
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6 Conclusion

This paper proposed a high-quality MIP rendering technique for medical visualization sys-
tems. In order to perform cubic interpolation at high speed, we efficiently skip the empty space
in volume data. We proposed a Bezier spline-based calculation method that adds control points
in order to calculate the maximum value of each block. The convex hull property of the Bezier
spline allows this acceleration without the loss of image quality. In addition, spline subdivi-
sions can be used to more accurately calculate the maximum values and skip more blocks. As a
result, we have achieved 2 times the performance without changing the image quality, as
compared to the existing method. In addition, the additional memory usage was limited by
reusing block memory.

We also proposed a method to improve the efficiency of memory reference when
performing visualizations with the GPU. The thread group of GPUs executed in parallel sees
improved performance when all referring to nearby memory. The most efficient tile shape was
determined depending on the viewing direction. The proposed method was described theoret-
ically and the experimental results confirmed that it is an improvement over the existing
method.

This study was limited in that section 3 does not consider the numerical error of floating-
point operations. It is worth noting that subdivision takes a long time, although it is performed
only once. In section 4, the rendering speed variation can be large depending on the direction
of observation. In the future, this research can be extended to general direct volume rendering
using transfer functions.

Appendix 1

Subdivision of Bezier curve

subdgi-| = Z3i1
Z3i- Z3;

subdg; — £ 43

Z3i- 273+ Z3;
subdgis) = 3i-1 + 43 + Z3it1

Z3i-1 + 3Z3; + 3231401 + Z3i42
subdg;i 2 = A

Z3i + 275 Z3;
subd6,-+3 _ 3i + 31+I4+ 3i42

Zsins + Zy
subdg;a = %

subdeiys = Z3i12
Appendix 2
Proof of Tables 1 and 2
We prove the Table 1. “The most efficient tile shape is w x h if rotation is arctan (h/w).”

Memory transfer time is proportional to the height of rotated tile (HRT). We define the
HRT when the tile width is w and the tile height is h as HRT,, ,=hcosf+w
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sin 0 (assuming 0 <0 < 7/2). The HRT is minimized when arctan (h/w) = 0, because:
mginHRTWJ, = meinh cosf + wsin @

minimum at : h cos § = wsin 0

hcosO

_ W
wsin0

GPU cache line

Now we prove the first row of Table 2. “32x1 tile is efficient when 0 < 6 < arctan(1/16)”.

If O is close to 0, we obviously select 32x1 tile. As 0 increases, we select the 32x1 tile if
HRT3, ) <HRT\g, and select the 16 x 2 tile if HRT5; > HRT)s,. The boundary 6 value
between them is when HRT3, = HRT}6,. We select the 32x1 tile when 0 <0 <arctan(1/16)
because:

1cosf+32sinf =2cosf + 16sinf

0 = arctan(1/16)
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