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Abstract
The rapid advancement of technologies has enabled businesses to carryout their activi-
ties seamlessly and revolutionised communications across the globe. There is a significant
growth in the amount and complexity of Internet of Things devices that are deployed in a
wider range of environments. These devices mostly communicate through Wi-Fi networks
and particularly in smart environments. Besides the benefits, these devices also introduce
security challenges. In this paper, we investigate and leverage effective feature selection
techniques to improve intrusion detection using machine learning methods. The proposed
approach is based on a centralised intrusion detection system, which uses the deep feature
abstraction, feature selection and classification to train the model for detecting the mali-
cious and anomalous actions in the traffic. The deep feature abstraction uses deep learning
techniques of artificial neural network in the form of unsupervised autoencoder to construct
more features for the traffic. Based on the availability of cumulative features, the system
then employs a variety of wrapper-based feature selection techniques ranging from SVM
and decision tree to Naive Bayes for selecting high-ranked features, which are then com-
bined and fed into an artificial neural network classifier for distinguishing attack and normal
behaviors. The experimental results reveal the effectiveness of the proposed method on
Aegean Wi-Fi Intrusion Dataset, which achieves high detection accuracy of up to 99.95%,
relatively competitive to the existing machine learning works for the same dataset.
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1 Introduction

The rapid advancement in information and communication technologies has provided many
advantages to system users but these technologies have many vulnerabilities that could
be exploited by network intruders. Recent trends include the deployments of Internet of
Things (IoT) [31] and other smart devices such as mobile phones, which have given attack-
ers increased opportunities to exploit the vulnerabilities on this devices and to ultimately
compromise the underlying network. To make a better use of these IoT devices, many orga-
nizations have deployed Wi-Fi networks, which also contribute to added security challenges
including the possibility of fake access points and other emerging threats. These security
challenges necessitates the need to develop a strong intrusion detection system (IDS) [13]
capable of detecting various attacks.

IDS corresponds to a typical programmable computer application, which monitors all
activities in the network and identifies unauthorized accesses [25] as well as malicious
actions as intrusions that compromise with the confidentiality, availability and integrity of
the system. Unauthorized accesses and malicious attacks are increasing day by day along
with the enhancement of IoT applications as part of the network data exchanges [17]. Due
to the lack of balance between the network vulnerabilities and the progression of security
mechanism for IoT applications [8], conventional intrusion detection processes have been
seen to be not as fully reliable as possible. This presents challenges since network data secu-
rity is considered as an important factor for modern information communication, and data
storage to drive real-world services within the society.

Recent research has demonstrated the advance in IDS research, including the enforce-
ment of IDS [37] to observe the whole network security in real time. Statistically, a
pre-dominant direction of IDS work is to design a system that improves the accuracy of
detection and reduces the rate of false alarms. An IDS often analyzes the consequences after
observing the facts to identify the mistrustful events and send the report for further decision
making of detecting intrusions or suspicious activities in the IoT network [12]. Emerging
research interests have also shown the proposal of various machine learning approaches,
such as fuzzy logic, neural networks, and support vector machines, [11] to design IDS in
response to detect the growing cyber-attacks [14] against secured IoT data communication
links.

This work considers utilization of machine learning to address the issues of imperson-
ation attacks within the Wi-Fi-based IoT networks. Building upon recent works on the
AWID dataset that is well representative for such attacks (see, e.g., [3, 22, 23, 32]), we
aim to design a proper machine learning-enabled mechanism to improve the performance
of these existing works. More specifically, our contributions include the following:

1. We propose a machine learning-enabled model that offers combination of effective
wrapper-based feature selection techniques for an intelligent IDS.

2. The model will first utilize feature extraction to generated additional features to
investigate more characteristics from possible impersonation attacks.

3. The model will then select important attributes from multiple wrapper-based algo-
rithms, namely Support Vector Machine (SVM), detection tree C4.5 and Naive Bayes
(NB), for effective feature selection. The top-ranked attributes across different tech-
niques will then be sequentially combined to improve feature list for classification
based on the individual algorithm performance.

4. We finally use the classifier in the form of Artificial Neural Network (ANN) to
distinguish impersonation attacks from the normal data traffic.
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SVM is a form of supervised machine learning that can be used for wrapper-based feature
selection. In the context of security studies, SVM has been shown for detecting intrusion
attacks on the network traffic [41]. The optimization of the feature weights and SVM param-
eters [30, 38] are performed to select the subset of optimal features. The decision tree C4.5
classifier [26] is one of the tree models that can be used for IDS training and inherently pro-
vide a feature selection function. C4.5 uses the default information gain ratio to select the
best splitting attributes in order to handle missing values and continuous data [33]. The NB
technique [15] can be used to detect feature attributes, which will separate attack traffic over
normal traffic and it has been shown to be effective in many aspects. The classifier train-
ing of NB calculates the occurrence frequency within the training samples and classifies
the feature items by the classifier. The NB based model was suggested for better detection
accuracy in the Network security attacks [4].

This paper specifically combines different top-ranked features identified by these three
algorithms individually. The proposed feature combining method then utilizes the combined
top-ranked features to train an artificial neural network (ANN)-based classifier. To validate
the method and model, we leverage numerical experiments using standard machine learn-
ing metrics as the performance objectives. Using the widely-used AWID dataset [22], our
experiments demonstrate the effectiveness of the feature combining method to achieve a
high level of accuracy for accurately detecting impersonation attacks and distinguish them
from the normal network traffic.

The remaining sections are structured as follows. Section 2 discusses the existing works
related to machine learning-based IDS and shows the comparison of previous studies. The
overall description of the proposed methodology is provided in Section 3. This is then fol-
lowed by Section 4 where numerical experiments are used to examine the proposed method
using standard classification performance metrics. Section 5 provides a summary of the
paper with an overview of future works.

2 Related work

A number of previous authors have discussed features selection techniques, classification
and machine learning algorithms. Aminanto et al. [3] built a novel Deep-Feature model
based on extraction and selection techniques to combine the extracting stacked feature with
weighted feature selection using well-referenced benchmark dataset such as AWID [22]
including C4.5, ANN and SVM architechtures based D-FES and Dataset Pre-processing
function. The data processing function consists of dataset normalization and balancing. In
[45], the authors trained the target values to visualize the learning effect and to realize the
pre-training effect for different hidden layers of stacked auto-encoder as feature extraction
layer using back-propagation on MNIST database. and the convergence speed is increased
for faster learning process. In addition, the classification accuracy results is different due
to small training error in the fine-tuning process. Android based malapp detection system
is performed in [42] which explore the permission-reduced risks on systematic three lev-
els. In addition, the authors ranked the risk of all the individual permissions and a group of
collaborative permissions using T-test, mutual information and Correlation Coefficient as
well as analyzed the risk permissions subsets with Sequential Forward Selection and Prin-
cipal Component Analysis. Also random forest, SVM and decision trees were conducted
to construct the determination of malapps with risky permissions. Lastly they analyzed
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the effectiveness in depth and the limitations on malapps detector using only permission
requests.

Javadpour et al. [18] proposed feature selection and intrusion detection system with the
linear correlation and mutual information which the authors claimed to have increased the
exactitude of the intrusion determination rate in cloud computing using KDD99 database
for automatic detection of new and suspicious patterns based decision tree, random forest
and CART algorithms with neural network. In [35], the authors proposed multi-feature col-
laborative model with decision fusion to analyze multiple features of benign and malware
families, and to design ensembles of classifier based mechanism for better scalable detec-
tion as well as to present collaborative decisions by comparing state-of-the-art ensemble
learning techniques. Firdaus et al. [10] used the static exploration including genetic search
(GS) algorithm, five machine learning architectures such as random forest, Naı̈ve Bayes,
functional trees (FT), multilayer perceptron (MLP) and J48 for feature selection among 106
strings in android malware detection system where FT provide utmost accuracy and high
true positive rate than other classifiers.

Parker et al. [29] constructed DEMISe-RBFC model and DETEReD model using
deep-structured stacked autoencoder and rank based mutual information theoretic feature
selection that provide better accuracy than the state-of-the-art architectures of machine-
learning with lesser computational expense and perform upper levels of interpretability and
transparency to test the best-referenced intrusion detection dataset against AWID dataset
for IoT intrusion detection. The authors [34] analyzed three approaches namely correla-
tion feature selection, gain of information and gain ratio and to assemble best peak features
selection associated with ranking features for high detection rate. Also, the KNN, NB and
Neural Network basis Multilayer Perceptron were used to select six features after testing
41 features using KDD dataset for classification and K-Nearest Neighbor acquires high
accuracy in intrusion detection system. In [43], a semi-supervised SVM mentioned for clas-
sifying the driving behavior and variances from different amounts of labeled data using a
k-means clustering method and quasi-Newton algorithms which provides high classification
accuracy and reduces the labeling effort among huge amounts of unlabeled data.

A distribution preserving kernel SVM (DiP-SVM) was proposed by Singh et al. [36] that
acquires comparable classification performance than sequential SVM on several benchmark
datasets in local decision boundaries and global decision boundaries as well as mitigates
communication overhead between partitions for faster execution in cloud environments on
large datasets. Al-Jarrah et al. [2] the authors constructed a randomized data partitioning
model RDPLM for massive volume networks to remove redundant and irrelevant features
using voronoi-clustering and feature ranking based data separating algorithms on bench-
mark botnet dataset. Also, the authors evaluated and compared RDPLM with multilayered
deep neural network sequential minimal optimization (SMO), DNN, randomTree (RTree),
REPTree, C4.5 and decision tree for botnet intrusion detection. Additionally, they achieved
high detection accuracy and reduced the model computational cost. Ouyang et al. [28] con-
structed a unified deep model (UDM) for pedestrian identification. [5] proposed DBN based
deep learning approach for feature extraction and image classification using indian pines
and pavia datasets.

Kasun et al. [21] explored Extreme Learning Auto-Encoder using USPS dataset to rec-
ognize handwritten digits, NORB and CIFAR-10 object identification datasets in dimension
reduction structure. Alamiedy et al. [1] provided an anomaly-based IDS associated with
grey wolf optimization algorithm. In their work they used SVM to determine the com-
petence of the selected features resulting in a large scale classification exactness with
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appeasement features subset for different attacks compared with other existing approaches.
Jaber and Rehman [16] demonstrated FCM–SVM based IDS to connect fuzzy c-means-
clustering procedure and SVM using NSL-KDD dataset in cloud computing environment
which provides high detection accuracy and low false alarm rates based on the performance
metrics. In this paper, we have performed the comprehensive observations of available
literature on feature selection techniques.

Chiew et al. [6] analyzed the ensemble feature selections among 48 features which are
extracted from URLs and HTML for phishing detection. The authors collected 5000 phish-
ing and 5000 legitimate webpages for their dataset based on URL and HTML documents.
They designed an ensemble feature selection based hybrid framework (HEFS) to utilize
the function gradient algorithm of cumulative distribution with obtaining a baseline fea-
ture set for phishing detection using machine learning. Verma and Ranga [39] assessed
the performance of ML classifiers using datasets NSL-KDD, UNSWNB15 and CIDDS-
001 to detect the assaults against IoT and measured the performances of statistical analysis
among classifiers. Li et al. [24] developed a system of intrusion detection in industrial
IoT using multi-CNN fusion process on NSL-KDD dataset to apply binary and multiclass
classification as deep learning procedures.

A list of these works and the categories they addressed can be found in Table 1. Herein,
it has been mentioned their purposes and applying techniques as well as datasets. In this
table, it is made to list the benefits and limitations of their work in order to understand the
results of previous work.

3 Proposedmethod for feature combining

Feature learning or featured selection is a technique which ranks according to their rele-
vance. Feature selection methods leads can increase the capability of an IDS via appropriate
metrics improvement. Features selection may be categorized into two groups, namely
wrapper-based and filter-based methods. Filter based feature selection are simple, less
complex and filters the best attributes depending on their optimal influence [34]. Only
the most important attributes are selected attributes and classified later to reduce com-
plexity and improve the accuracy of the model. However, wrapper-based feature learning
typically employs an algorithm to search for the most important features. Herein various
subsets of features are assessed using the final classification criterion with the best subset
being ultimately chosen [20]. As overall, the objective of features selection is to select the
most influential attribute to target with a lower dimension which use of classification step.
Moreover, the function of feature extraction is to compress the existing features and recon-
struct the similar features. The benefit of features extraction is to increase efficiency of the
classifier.

We implement a deep feature extraction and feature selection combination technique.
Figure 1 depicts the overall architecture of features combining and step-by-step processes
of the technique for binary classes, namely normal traffic and impersonation attacks.
Pre-processing is a necessary step and is performed at earliest phase, which includes normal-
ization and balancing dataset stages. The procedure for this phase will be explained in the
section below in details. We adopt both feature extraction and combination of best ranking
selection techniques in IDS. We apply both feature extraction and combination of top of the
ranking selection process in IDS. We consider feature extraction using Sparse/Stacked Auto
encoder (SAE) structure [45], incorporating subsequent pairwise hidden layers to maximize

31385Multimedia Tools and Applications (2021) 80:31381–31399



Ta
bl
e
1

C
om

pa
ra

tiv
e

st
ud

y
of

pr
ev

io
us

w
or

k

R
ef

er
en

ce
s

Pu
rp

os
es

Sy
st

em
/T

ec
hn

iq
ue

s
D

at
as

et
B

en
ef

its
L

im
ita

tio
ns

[3
]

im
pe

rs
on

at
io

n
at

ta
ck

s
D

-F
E

S
A

W
ID

m
os

ta
cc

ur
at

e
de

te
ct

io
n

i)
em

ph
as

iz
ed

on
ly

im
pe

rs
on

at
io

n
at

ta
ck

bu
tn

ot

de
te

ct
io

n
of

im
pe

rs
on

at
io

n
at

ta
ck

s
ot

he
rs

ii)
us

e
in

ad
eq

ua
te

co
m

pu
tin

g
po

w
er

,

m
em

or
y,

an
d

po
w

er
su

pp
ly

[4
5]

To
ac

hi
ev

e
hi

gh
le

ar
ni

ng
St

ac
ke

d
au

to
en

co
de

r
M

N
IS

T
i)

in
cr

ea
se

th
e

co
nv

er
ge

nc
e

D
if

fi
cu

lt
to

tr
ai

n
th

e
pr

oc
es

s
of

ne
ur

al
ne

tw
or

k

ca
pa

bi
lit

y
sp

ee
d

ii)
fa

st
er

le
ar

ni
ng

fo
r

in
cr

ea
si

ng
hi

dd
en

la
ye

rs

pr
oc

es
s

[4
2]

D
et

ec
tt

he
pe

rm
is

si
on

-
A

nd
ro

id
ba

se
d

m
al

ap
p

B
en

ig
n

ap
ps

an
d

id
en

tif
y

ri
sk

y
pe

rm
is

si
on

D
et

ec
tm

al
ic

io
us

us
in

g
on

ly
pe

rm
is

si
on

re
qu

es
ts

re
du

ce
d

ri
sk

s
fr

om
de

te
ct

io
n

sy
st

em
m

al
ap

ps
in

an
dr

oi
d

ap
pl

ic
at

io
ns

m
al

ap
ps

[1
8]

in
cr

ea
se

th
e

ac
cu

ra
cy

Fe
at

ur
e

se
le

ct
io

n
an

d
in

tr
u-

K
D

D
99

In
tr

us
io

n
D

et
ec

tio
n

in
O

nl
y

pe
rf

or
m

in
C

lo
ud

E
nv

ir
on

m
en

t

of
in

tr
us

io
n

de
te

ct
io

n
si

on
de

te
ct

io
n

sy
st

em
C

lo
ud

E
nv

ir
on

m
en

t

[3
5]

Id
en

tif
y

M
al

w
ar

e
by

M
C

D
F

be
ni

gn
an

d
m

al
-

M
al

w
ar

e
de

te
ct

io
n

on
N

ot
re

co
gn

iz
e

be
st

se
to

f
fe

at
ur

es
.

ex
tr

ac
tin

g
m

ul
tip

le
w

ar
e

fa
m

ili
es

A
nd

ro
id

de
vi

ce
s

se
ts

of
fe

at
ur

es

[1
0]

ev
al

ua
te

th
e

op
tim

al
G

en
et

ic
se

ar
ch

(G
S)

be
ni

gn
an

d
M

al
w

ar
e

de
te

ct
io

n
on

N
ot

co
nd

uc
td

yn
am

ic
an

al
ys

is

fe
at

ur
es

ba
se

d
m

et
ho

d
m

al
w

ar
e

A
nd

ro
id

pl
at

fo
rm

[2
9]

Io
T

im
pe

rs
on

at
io

n
D

E
M

IS
e-

R
B

FC
an

d
C

L
S-

A
W

ID
Pr

ov
id

e
lo

w
er

co
m

pu
ta

-
em

ph
as

iz
ed

on
ly

im
pe

rs
on

at
io

n
at

ta
ck

bu
t

in
tr

us
io

n
de

te
ct

io
n

D
E

T
E

R
eD

tio
na

lc
os

t,
in

te
rp

re
ta

bi
lit

y
no

to
th

er
s

an
d

tr
an

sp
ar

en
cy

[3
4]

C
om

bi
ni

ng
be

st
co

rr
el

at
io

n
fe

at
ur

e
se

le
c-

K
D

D
da

ta
se

t
E

va
lu

at
e

th
e

in
tr

us
io

n
T

im
e

co
ns

um
in

g
fo

r
tr

ai
ni

ng
cl

as
si

fi
er

fe
at

ur
es

se
le

ct
io

n
tio

n,
ga

in
of

in
fo

rm
at

io
n,

de
te

ct
io

n
ra

te
an

d
ac

cu
-

ga
in

ra
tio

ba
se

d
ID

S
ra

cy

[4
3]

C
la

ss
if

yi
ng

th
e

dr
iv

in
g

se
m

i-
su

pe
rv

is
ed

su
pp

or
t

D
ri

vi
ng

da
ta

se
t

re
qu

ir
e

a
ve

ry
lo

w
la

be
lin

g
W

or
ki

ng
on

a
cu

rv
y

ro
ad

bu
tn

ot
on

w
ea

th
er

be
ha

vi
or

an
d

va
ri

an
ce

s
ve

ct
or

m
ac

hi
ne

(S
3V

M
)

ef
fo

rt
or

tr
af

fi
c

31386 Multimedia Tools and Applications (2021) 80:31381–31399



Ta
bl
e
1

(c
on

tin
ue

d)

R
ef

er
en

ce
s

Pu
rp

os
es

Sy
st

em
/T

ec
hn

iq
ue

s
D

at
as

et
B

en
ef

its
L

im
ita

tio
ns

[3
6]

A
cq

ui
re

co
m

pa
ra

bl
e

di
st

ri
bu

tio
n

pr
es

er
vi

ng
Se

ve
ra

lb
en

ch
-

m
iti

ga
te

co
m

m
un

ic
at

io
n

N
ot

re
co

gn
iz

e
be

st
be

nc
hm

ar
k

da
ta

se
ts

cl
as

si
fi

ca
tio

n
pe

rf
or

-
ke

rn
el

su
pp

or
tv

ec
to

r
m

ar
k

da
ta

se
ts

ov
er

he
ad

be
tw

ee
n

pa
rt

iti
on

s
fo

r
D

iP
-S

V
M

m
an

ce
m

ac
hi

ne
(D

iP
-S

V
M

)
in

cl
ou

d
en

vi
ro

nm
en

ts
on

la
rg

e
da

ta
se

ts

[4
4]

hi
er

ar
ch

ic
al

se
m

an
tic

SD
SA

E
an

d
FV

ba
se

d
R

SS
C

N
7

an
d

U
C

U
se

d
in

th
e

fi
el

d
of

re
m

ot
e

re
du

ce
th

e
tr

ai
ni

ng
co

m
pl

ex
ity

fo
r

lin
ea

r

fe
at

ur
es

le
ar

ni
ng

au
to

-
de

ep
fi

lte
r

ba
nk

s
M

er
ce

d
da

ta
se

ts
se

ns
in

g
(R

S)
im

ag
e

pr
oc

es
-

SV
M

bu
tn

ot
fo

r
no

nl
in

ea
r

cl
as

si
fi

er

m
at

ic
al

ly
fr

om
ra

w
si

ng

re
m

ot
e

se
ns

in
g

(R
S)

da
ta

[2
]

el
im

in
at

e
re

du
nd

an
ta

nd
R

D
PL

M
be

nc
hm

ar
k

bo
tn

et
H

ig
h

in
tr

us
io

n
de

te
ct

io
n

an
d

L
ow

co
m

pu
tin

g
po

w
er

an
d

m
em

or
y.

ir
re

le
va

nt
fe

at
ur

es
da

ta
se

t
m

in
im

iz
e

m
od

el
co

m
pu

ta
tio

na
l

ex
pe

ns
e

[2
8]

m
ax

im
iz

e
th

e
st

re
ng

th
of

un
if

ie
d

de
ep

m
od

el
C

al
te

ch
da

ta
se

ta
nd

Pe
de

st
ri

an
de

te
ct

io
n

N
ot

fo
r

la
rg

er
-s

ca
le

tr
ai

ni
ng

se
ts

fr
am

ew
or

k
co

m
po

ne
nt

s
(U

D
M

)
E

T
H

da
ta

se
t

[5
]

E
xt

ra
ct

an
d

cl
as

si
fy

th
e

de
ep

be
lie

f
ne

tw
or

k
In

di
an

Pi
ne

s
an

d
hu

ge
po

te
nt

ia
lf

or
hy

pe
rs

pe
ct

ra
l

lim
ite

d
tr

ai
ni

ng
sa

m
pl

es

de
ep

an
d

in
va

ri
an

tf
ea

tu
-

(D
B

N
)

Pa
vi

a
da

ta
cl

as
si

fi
ca

tio
n

re
s

fo
r

3-
D

hy
pe

rs
pe

ct
ra

l

im
ag

e

[2
1]

R
ed

uc
e

th
e

no
is

e
or

ir
re

-
E

L
M

-A
E

an
d

SE
L

M
-

U
SP

S,
C

IF
A

R
-1

0,
L

ow
er

co
m

pu
ta

tio
na

l
U

se
si

ng
le

hi
dd

en
la

ye
r

le
va

nt
in

fo
rm

at
io

n
of

A
E

N
O

R
B

co
m

pl
ex

ity

lin
ea

r
an

d
no

nl
in

ea
r

di
m

en
si

on

[1
]

id
en

tif
y

th
e

re
le

va
nt

fe
at

ur
e

gr
ey

w
ol

f
op

tim
iz

at
io

n
N

SL
-K

D
D

H
ig

h
cl

as
si

fi
ca

tio
n

ac
cu

ra
cy

C
al

cu
la

te
on

ly
cl

as
si

fi
ca

tio
n

ac
cu

ra
cy

bu
tn

ot

an
d

ab
no

rm
al

be
ha

vi
or

(G
W

O
)

an
al

ys
is

de
te

ct
io

n
ra

te
an

d
cl

as
si

fi
ca

tio
n

er
ro

r

[1
6]

In
cr

ea
se

th
e

de
te

ct
io

n
FC

M
–S

V
M

ba
se

d
ID

S
N

SL
-K

D
D

hi
gh

de
te

ct
io

n
ac

cu
ra

cy
an

d
O

nl
y

us
in

g
N

SL
-K

D
D

da
ta

se
t

ac
cu

ra
cy

lo
w

fa
ls

e
al

ar
m

ra
te

s

[1
9]

In
cr

ea
se

th
e

ac
cu

ra
cy

ov
er

FF
D

N
N

-I
D

S
N

SL
-K

D
D

Pe
rf

or
m

th
e

m
ul

tic
la

ss
an

d
O

nl
y

us
in

g
N

SL
-K

D
D

da
ta

se
t

ot
he

r
m

et
ho

ds
bi

na
ry

cl
as

si
fi

ca
tio

n.

31387Multimedia Tools and Applications (2021) 80:31381–31399



Fig. 1 Architecture of combining best features for centralized IDS with binary classification, namely normal
traffic and impersonation attacks

the capability of learning and improve the running time. Then, the outputs of SAE with 50
extracted features are joined together with the existing features of the AWID dataset [3].
Moreover, appropriate combination of feature selection techniques are employed by C4.5,
SVM, and ANN algorithms that include well-referenced machine learners for the design of
candidate models.

3.1 Feature extraction

Sparse or Stacked Auto Encoder (SAE) corresponds to an unsupervised learning technique
for building new features using non labelled data. An Auto Encoder (AE) itself is a type
of a neural network that has connections with other neurons in the hidden layer. Figure 2
shows an AE with 154 features from original inputs and 50 neurons in encoder layers which
extracts new features using auto encoder and decoder by inputting the data into the neurons
through hidden layer, and every neuron within the encoder layer are often calculated from
input and compressed into code and extract important details in it. The AE will compress
the original features into code, and captured relevant and detailed data by compressing them
into new similar features.
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Fig. 2 AE network illustration with input, hidden and output layers. The construction herein is symmetric

An AE or a neuron of an ANN is a computerized analysis unit, wherein the input layer
accepts parameters x1, x2, .....xn and the output layer yields the variables O1 and O2 as a
hypothesis denoted as function hW,b(x). Herein the subscript W is called weight, whilst b

denotes the bias. The learning algorithm adjusts to suit the training data in the AE or neural
network. After that, with the extracted data from compression in the hidden layer, decoder
layer will reconstruct new features with similar, close result as input data.

Formally, the AE can be represented using a function that maps vectors from input x into
z. This can be captured using the following equation

z = h(encoder)(W(encoder)x + b(encoder)). (1)

Similarly, towards the end of the processing, the decoder aims to estimate the input x using
z and this can be preciselly written as:

x = h(decoder)(W(decoder)z + b(decoder)) (2)

The AE parameters can be predicted using back propagation algorithm where from an
outside perspective the hypothesis hW,b(x) for training is specified to x. This process neces-
sitates the AE to learn a feature that meets the objective and constraint. The AE algorithm
takes the assumption that achieving local optimized weights and biases at every neuron
which provides the overall optimal output by gaining knowledge of a compressed repre-
sentation of the given scope. To improve the accuracy of the feature, we have used SA for
feature extraction. SAE uses the original input to learn the first AE and build the second
AE by using first encoder which is shown in Fig. 3. SAE architecture enables progressive
refinement of the quantity of hidden neurons in the encoder layer to reduce the greediness
problem of the algorithm.
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Fig. 3 Stacked Autoencoder using first encoder layer to train second encoder layer

In Fig. 4, it is described an SAE with hidden layers for two target classes. This SAE
structure aims to overcome over-fitting problem. For SAE, a sparsity penalty function often
utilizes Kullback-Leibler (KL) divergence [7], which can be written as [3]:

�sparsity =
h∑

i=1

DKL(P ||P̂i ) (3)

=
h∑

i=1

[
P log

(
P

P̂i

)
+ (1 − P)log

(
1 − P

1 − P̂i

)]
. (4)

Where, DKL is the function of Kullback-Leibler (KL) divergence, when the desired value
is denoted by P and activation value of average output is P̂i with number of hidden layer
neurons h.

For the feature extraction part prior to feature selection and combining, we specifically
follow the Deep-Feature Extraction and Selection (D-FES) model in [3] where an SAE
architecture of 154:100:50 was used to analyze the reduced CLS version of the AWID
dataset [22]. This means that we use 100-neuron to train the encoder from the existing 154
features. On the other hand, for the second layer, we use 50-neuron and train from the first
100-neuron encoder.

3.2 Feature selection

From Fig. 1 that demonstrates the architecture of our proposed method, it is shown three
different feature selection algorithms, namely SVM, Decision Tree C4.5 and Naı̈ve Bayes.
These algorithms are expected to select the different ranking of important subset of the
features. The details of each feature selection techniques are represented below.
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Fig. 4 An illustration of SAE network. Here we have two hidden layers for two output labels

1. SVM belongs to supervised learning and corresponds to a classification method for
both linear and non linear data. It can be applied to perform classification and regres-
sion. Suppose we have N number of input features from two targets, the SVM will
plot the features data in the graph using the value of predictor on the two dimensional
axis or n-dimensional space. The basic concept of SVM classification process is to
find the hyperplane that segregate binary classes [40]. Even though the SVM has the
ability to deal with non linear classifications that are used N -dimensional hyperplane
to distinguish classes. In this work, we choose normal SVM to perform the classifica-
tion because it is enough to segregate our attribute. The key computational properties
of SVM include data instances that are nearest to the decision boundary and that are
supportive vectors.

2. Decision Tree C4.5 has properties of being resilience to noisy observations and capable
to capture disjunctive expressions. This algorithm forms a k-array tree structure by
counting the value of gains from input data by each node, where the biggest gain is to
be used as an initial node or the root node [26, 33]. For tree construction, C4.5 invokes
a greedy algorithm following a recursive divide-and-conquer method [26, 33].

3. Naı̈ve Bayes (NB) represents a possible type of probabilistic supervised classification
method based on the Bayes theorem [15, 27]. The equation that governs Bayes theorem
can be expressed as

P(A|B) = P(B|A)P (A)

P (B)
. (5)

Herein A can denote the event that is happening, and we need to find out its prob-
ability, while B is the event that has already happened before. P(A) represents the
overall probability of occurrence for A before seeing any proof. The attribute value of
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Fig. 5 The construction of ANN for classification

an unknown instance of B acts as the proof. On the other side, P(A|B) depicts the
posterior probability of A after seeing the proof in B

One of the principles in Bayes theorem is every pair of the features is classified inde-
pendently between each other. The basic idea of this technique is to find the likelihood
of an event taking place using the likelihood of another event that has already happened.
Bayesian classification possesses capability that is close to the decision tree and neural
network in terms of performance. Bayesian classification is shown to achieve accuracy
and speed in applying large data scenario.

3.3 Classification

The ultimate classification algorithm employs an Artificial Neural Network (ANN), which
uses multilayer feed-forward network to correlate with the neurons in the hidden layer [9].
The ANN is trained with normal and impersonation attacks only. The construction of this
ANN is shown in Fig. 5 which consists of input-output layers as well as only one hidden
layer in the middle. Herein b1 and b2 denote independent weight values to help the input
data for fitting the model.

The main responsibility of activation function such as Sigmoid or ReLu is to determine
the exact output of ANN. The neuron with input features data are related to activation func-
tion. The function will add information and perform activation from different sources into
different element from basic input weights. The function of non-linear activation function
is to ensure the neuron which back-propagate is always bring the actual output of neuron
which is result of stimulation of neurons and can be control.
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4 Numerical evaluation and discussion

In this section, we discuss the numerical experiments of the studied feature combining
method that has been conducted to evaluate the performance including accuracy, true
positive and other factors. In this experiment, we have chosen the AWID Dataset [22] as a
proper dataset which is constituted from Wi-Fi traffic data collection. In this experiment, the
tools are used to evaluate the methodology are MATLAB R2018b, AWID dataset, Weka 3.9
and the hardware uses Intel R Core I5-6200U 2.3 GHz with 4GB dedicated RAM laptop.

4.1 Data-preprocessing

The pre-processing part is shown at the first phase of Fig. 1. This part processes the dataset
before we proceed to the next phase. The AWID dataset [22] contains a group of big dataset
such as AWID-CLS-R-Trn, AWID-CLS-R-Tst, AWID-CLS-F-Trn, AWID-CLS-F-Tst. In
this experiment, we have chosen AWID-CLS-R-Trn dataset where “R” represent a reduced
dataset. The AWID also comes with AWID-ATK-R-Trn set, wherein the “ATK” contains
16 target classes. The 16 type of attack target classes are contained in “ATK” dataset with
more details like Evil Twins, Honeypot, EvilTwins and other attacks. The “CLS” data have
the compressed version of attack categories which are injection, flooding, impersonation
attack and normal class which are listed in “ATK” dataset. Based on the size, the “CLS” is
enough to perform the simulation and evaluation to conduct research. The reduced “CLS”
dataset provide more simplicity for us to proceed all phase. The “CLS” dataset contain 1.7
million rows with 154 column attributes and 1 column target class. After selecting the type
of dataset, since we only test for impersonation attack, thus we will remove other attack
classes in the dataset which are flooding and injection attack target. After removing other
classes, we only left normal and impersonation classes. In left portion of the data, we have
chosen 97044 rows data in it and with ratio 50:50 impersonation attack class and normal as
target class.

We next need to process data normalization. Hence, every attribute of data has equal
range of values. To avoid an excessive amount of influence of various scales, we use a mean
range method to linearly normalize the data between 0 and 1, i.e.,

zi = xi − min(x)

max(x) − min(x)
. (6)

Here xi and zi provide the current input and the result of the normalization, respectively
whilst min(x) and max(x) represents the minimum and maximum of the attribute, respec-
tively. After normalization, we finally split the dataset into 70% being the training set and
30% being the testing set.

4.2 Test metrics

We validate the effectiveness of our proposed feature combining method using standard
machine learning classification metrics [3, 32], namely Accuracy (Acc), Detection Rate
(DR), False Alarm Rate (FAR), Mcc, and CPU time to build model (TBM). Herein Acc
measures the ability to correctly classify the labels (normal traffic or attacks). The DR mea-
sures the number of actual attacks in comparison to the total attacks being detected. False
Alarm Rate (FAR) corresponds to the number of normal traffic instances that are detected
as other than normal instances.
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F1 score is demonstrate to compute the harmonic mean of Recall and Precision to present
a model accuracy measure. MCC score means matthews correlation coefficient which is
applied for the quality measurement of binary classifications in the area of machine learning
Mcc indicates the correlation measure of data from detection and observation [2]. A list of
equations that capture these various performance metrics are given in the following as used
in [3].

Acc = T P + T N

T P + T N + FP + FN
(7)

DR = T P

T P + FN
(8)

FAR = FP

T N + FP
(9)

Mcc = (T P × T N) − (FP × FN)√
(T P + FP)(T P + FN)(T N + FP)(T N + FN)

. (10)

In the above equations, we have denoted the following.

– T P is the quantity of attack instances accurately classified in the same class.
– T N is the quantity of normal instances accurately classified in the same class.
– FN is the quantity of attack instances incorrectly classified as normal class.
– FP is the quantity of normal instances incorrectly classified as attack.

4.3 Feature selection

The previous D-FES research has shown the effectiveness of feature selection using a
wrapper-based selection technique. Since the wrapper-based technique can select effective
attribute in dataset, we propose a method to use a combination of three algorithms to select
features. Herein the considered features will be based on widely-used learning algorithms in
previous works, namely SVM, C4.5, and NB. In this paper, we will use wrapper-based tech-
niques for SVM, C4.5, and NB, respectively, and generate ranking of the 204 features, and
we will choose 10% of the attributes, accounting for around 20 features to aid in the classi-
fication process. The first two wrapper-based techniques will choose top 7 ranked features,
whilst the last technique will only choose 6 features.

One of the problems is that these algorithms might select the same features. In order to
avoid this, it has been applied the following aspects to perform the combination of ranked
features.

– Firstly, it has been chosen the top 7 ranked features from SVM.
– This is then followed by C4.5 that chooses top 7 ranked attributes; if an attribute

selected clashes with one of the SVM top 7 selected attributes, it has been skipped this
and moved to the next attribute within the list.

– The same process is applied to the NB, i.e., it skips the repeated features selected pre-
viously by SVM and C4.5 and identifies the complementary 6 top ranked features as
appropriate.

Table 2 summarizes the features selected by a variety of wrapper-based selection
techniques.

As taken from the AWID dataset used in [22], Table 3 the feature names with the descrip-
tions. As underlined in [23], timing features within the dataset are not very useful in design-
ing IDS since it is less reasonable to identify the timing of attacks in realistic scenarios.
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Table 2 Features selected using various wrapper-based algorithms

Feature selection method Rank search

SVM 47, 107, 67, 112, 108, 82, 94, 78, 141, 122, 70, 111, 7, 98, 73, 79, 130, 90,4, 129

C4.5 38, 79, 8, 67, 82, 107, 76, 4, 1, 2, 3, 5,6, 7, 9, 10, 11, 12, 13, 14

NB 8, 4, 50, 73, 70, 94, 1, 2, 3, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19

Combination top rank 47, 107, 67, 112, 108, 82, 94, 38, 79, 8,76, 1, 2, 3, 50, 73, 70, 10, 11, 12

Therefore, we do not choose features 4, 5, 6, 7 since they represents “frame.time epoch”,
“frame.time delta”, “frame.time delta displayed” and “frame.time relative”, respectively,
as listed in the Wireshark reference document.

Table 3 Identified feature set with feature names and descriptions as taken from the AWID dataset used in
[22]

Index Feature name Description

1 frame.interface id Interface id

2 frame.dlt WTAP ENCAP

3 frame.offset shift Time shift for this packet

4 frame.time epoch Epoch Time

5 frame.time delta Time delta from previous captured frame

6 frame.time delta displayed Time delta from previous displayed frame

7 frame.time relative Time since reference or first frame

8 frame.len Frame length on the wire

10 frame.marked Frame is marked

11 frame.ignored Frame is ignored

12 radiotap.version Version of radiotap header format

38 radiotap.mactime Value in microseconds of the MAC’s Time Synchronization

Function timer when the first bit of the MPDU arrived at

the MAC

47 radiotap.datarate Speed this frame was sent/received at

50 radiotap.channel.type.cck Channel Type Complementary Code Keying (CCK)

Modulation

67 wlan.fc.subtype Subtype

70 wlan.fc.retry Retry

73 wlan.fc.protected Protected flag

76 wlan.ra Receiver address

79 wlan.sa Source address

82 wlan.seq Sequence number

94 wlan mgt.fixed.capabilities.preamble Short preamble

107 wlan mgt.fixed.timestamp timestamp

108 wlan mgt.fixed.beacon Beason interval

112 wlan mgt.fixed.auth seq Authentication SEQ
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Table 4 Classification results using ANN

Selected features DR (%) FAR (%) ACC (%) F1 (%) Mcc (%) TBM (s)

Combination 99.90 0.001 99.95 99.95 99.90 243.28

SVM top 20 99.93 0.001 99.89 99.89 99.77 198.41

C4.5 top 20 99.88 0.001 99.91 99.91 99.82 148.64

NB top 20 99.17 0.03 98.29 98.30 96.60 143.21

4.4 Classification

Table 4 presents the numerical experiment results for the ANN classifier using the cho-
sen features in Table 2. By applying SVM on top 20 rank features, the numerical results
has been acquired Acc (99.89%), F1 (99.89%) and MCC (99.77%). For C4.5 technique, it
has been achieved the numerical results Acc (99.91%), F1 (99.91%) and MCC (99.82%).
By performing NB technique, it has been attained the numerical results Acc (98.29%),
F1 (98.30%) and MCC (96.60%). But, the feature combining method herein achieves the
highest Acc (99.95%), F1 (99.95%) and MCC (99.90%). However, it needs the longest
CPU time compared to other individual wrapper-based feature selection method to build the
model. The top 20 features of NB has the fastest build model time with 143.21s but other
performance is lower than SVM and C4.5 for top 20 features and Combination features.
FAR is relatively low for the feature combining method, which aligns with those of SVM
and C4.5. However, NB achieves a higher FAR (0.03) compared to the others but the figure
still looks reasonable.

5 Conclusion

In this paper we have studied a new approach of designing machine learning-based IDS by
employing a variety of feature selection techniques and effectively combining their selected
features for accurate cyber attack classification. To ensure sufficient diversity in the pool of
features, an SAE has been utilized to reconstruct more meaningful features that are signifi-
cant for attack identification from the original features. This has been subsequently followed
by invoking three algorithms, namely SVM, C4.5 and NB for individual wrapper-based fea-
ture selection in which proportional (almost uniform) outputs are combined to provide the
20 most effective features for classification. In the process of selecting these features, we
have carefully examined similar selection and ensured optimal combining in the sense that
it maximises the detection accuracy via disjoint selection. Herein the purpose is to elimi-
nate irrelevant features and select the most influential features to train the machine learning
model so as to boost the effectiveness of classification. By leveraging ANN for classifi-
cation, the proposed method has been shown to outperform the existing algorithms in the
context of standard metrics, namely ACC, F1 and Mcc whose values are given by 99.95%,
99.95% and 99.90%, respectively. A shortcoming of this work is due to a longer time to build
the model when compared to other individual algorithms using selected attributes. As this
model is linked to the centralized approach with possible implementation in the cloud com-
puters, such resource requirement would be less an issue due to a high processing power to
overcome the model build time. For future work, our method has potential to be upgraded to
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detect more various attacks beyond the impersonation attack considered in this work. Sim-
ilarly, while our method can be deployed in IoT environments where low-resource sensing
devices are connected to a powerful cloud, a challenge to address is when such a powerful
machine is lacking. A relevant forward direction is to provision sophisticated collaborative
computations among low-resource sensing, less powerful edge and powerful cloud devices.
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