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Abstract

In recent years, person re-identification based on video has become a hot topic in the field
of person re-identification. The self-attention mechanism can improve the ability of deep
neural networks in computer vision tasks such as image classification, image segmenta-
tion and natural language processing tasks. In order to verify whether the self-attention can
improve the performance or not in person re-identification tasks, this paper applies two
self-attention mechanisms, non-local attention and recurrent criss-cross attention to person
re-identification model, and experiments are conducted on Market-1501, DukeMTMC-relD
and MSMT17 person re-identification datasets. The results show that the self-attention
mechanism can improve the accuracy of the person re-identification model. The accuracy
is higher when the self-attention module is inserted into the convolutional layers of the
re-identification network.
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1 Introduction

Person re-identification is widely considered as a subproblem of image retrieval [18, 24, 25],
which uses computer vision technology to determine whether there is a specific person in
the image or video. That is, given a monitored person image, the person image under cross
equipment is retrieved [5, 27, 29]. Person re-identification technology can make up for the
visual limitations of the current fixed camera and can be combined with person detection
and person tracking technology, which can be used in video monitoring, intelligent security
and other fields.

In recent years, deep learning represented by the convolutional neural network has
achieved great success in the field of computer vision. It has defeated traditional methods
in many tasks and even surpassed the level of human beings to some extent. In the person
re-identification problem, the method based on deep learning can automatically learn com-
plex feature descriptions, and using simple Euclidean distance to measure the similarity can
achieve good performance [24]. At present, the person re-identification method based on
deep learning has greatly surpassed the traditional method in performance. These advan-
tages make deep learning popular in the field of person re-identification, and the research
of person re-identification has entered a new stage [22].

The typical process of person re-identification is shown in Fig. 1. For the camera and
captured images/videos, person detection is carried out first to obtain person images [24].
In order to eliminate the effect of person detection on the re-identification results, most per-
son re-identification algorithms use the cropped person image as input. Then, stable and
robust features are extracted from the input image to obtain the feature expression vectors
which can describe and distinguish the different person. Finally, the similarity measurement
is carried out according to the feature expression vector, and the images are sorted accord-
ing to the similarity. The image with the highest similarity will be regarded as the final
recognition result. Person re-identification includes two core parts: 1) feature extraction
and expression. From the appearance of the person, the feature representation vectors with
strong robustness and strong discrimination are extracted to effectively express the charac-
teristics of the person images; 2) similarity measurement. The similarity of person is judged
by the similarity comparison between feature vectors. It can be seen that the idea of person
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Fig. 1 Typical process of person re-identification
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re-identification is the same as that of image retrieval, which can be regarded as a subprob-
lem of image retrieval. According to the data source of person re-identification, it can be
divided into image-based and video-based person re-identification. The latter benefits from
more abundant time information in the video [15], which can obtain better performance.
The picture of the person under the camera is shown in Fig. 2. It can be seen that
the research of person re-identification faces many challenges, such as low image resolu-
tion, angle change, posture change, light change and occlusion [5]. 1) In general, the face
of surveillance video is fuzzy and the resolution is low. Therefore, face recognition and
other methods cannot be used for re-identification. Only the human appearance informa-
tion outside the head can be used for recognition. However, the body shape and clothing
of different people may be the same, which brings great challenges to the accuracy of per-
son re-identification. 2) The images of person re-identification are often collected from
different cameras, due to the different shooting scenes and camera parameters, person re-
identification generally has problems such as illumination change and angle of view change,
which leads to the great difference of the same person under different cameras, and the
appearance characteristics of different person may be more similar than that of the same
person. 3) The person images for re-identification may be shot at different times. The pos-
ture and clothes of the person will change in different degrees. Besides, the appearance

Fig.2 person pictures taken by the camera
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characteristics of person will vary greatly under different lighting conditions. In addition,
the scene under the actual video monitoring is very complex. Many monitoring scenes have
a large flow of people and complex scenes. It is easy to block the beautiful face. In this case,
it is difficult to re-recognize by gait and other features. The above situations have brought
great challenges to the research of person re-identification, so the current research is still far
from the practical application level.

Attention mechanism [19, 20] is a method to map a query and key pair to the output.
The output is obtained by a weighted sum of weights, which is the similarity between query
and key. Self-attention belongs to a kind of attention mechanism. Self-attention only acts
on an object. It is widely used in machine translation and computer vision. The achieve-
ments of attention mechanisms in natural language processing have attracted worldwide
attention. The natural language processing model based on the Transformer has made out-
standing achievements in many aspects. Attention mechanism has also attracted extensive
attention and research in computer vision, especially non-local attention networks. With
the development of the network, the self-attention mechanism is combined with a convo-
Iutional neural network skillfully, which makes many models improve in various computer
vision tasks. Literature [13] proposes a novel attention convolutional neural network, which
is lightweight and can learn global and local features jointly. In [30], a from-top-to-bottom
attention mechanism network is constructed, to enhance the saliency of the spatial pixel fea-
ture, showing improvements in re-identification tasks. The non-local module is a classical
self-attention module in the computer vision field and has strong global feature extraction
capability. Therefore, we adopt the non-local module as one of the self-attention modules
for experiments. However, the non-local module also has some shortcomings. For exam-
ple, it takes up a lot of memory for large feature maps. Some researchers have proposed
some improvement methods, such as recurrent criss-cross attention (RCCA) [8] network
transforms one-time global operation into two cross path operations, which can effectively
reduce the memory consumption of large feature map. Thus we also use the RCCA module
to apply self-attention to re-identification networks.

To verify whether the self-attention is beneficial for person re-identification models, we
first add a non-local module in the middle of the baseline model to verify whether it can
improve the re-identification model; then replace non-local with RCCA module to verify
whether the RCCA module is effective; because the final extracted features have a direct
impact on the similarity, we try to use the classifier normalization layer before adding 1D
self-attention module, to verify whether it will bring improvement.

2 Related work
2.1 Person re-identification

Before the person re-identification technology was formally proposed, person re-
identification was closely connected with multi-camera tracking technology [22]. In 1997,
reference [7] proposed using the Bayesian formula to estimate the posterior probability of
the appearance of an object in a camera under the premise of observing other camera views.
The appearance model includes color, vehicle length, height and width, speed and observa-
tion time. The technical concept of “person re-identification” was first proposed in the 2006
document [3], which assumes that each person has a person tag. Bayesian network is used
to predict the probability relationship between the person tag and the person characteristics,
to predict the person’s identity.
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In 2006, literature [3] proposed that only human visual cues can be used for foreground
detection through spatiotemporal segmentation algorithm. Visual matching is based on color
and edge histogram, and is completed by a joint person model or Hessian affine point of
interest operator. The experiment was carried out on a dataset. A total of 44 people were cap-
tured by three cameras and had a certain degree of visual occlusion. Reference [3] designed
a spatiotemporal segmentation method, but did not use spatiotemporal motion information,
which can be classified as image-based person re-identification.

For the video tracking task, most of person re-identification work focuses on image
matching [27]. In 2010, two multiple re-identification tasks were proposed in [1] and [2],
which were based on video. Both of them use color features. In addition, the segmentation
model is used to detect the foreground in reference. For distance measurement, the mini-
mum distance between the bounding boxes in two image sets is calculated in both works.
The Bhattacharyya distance is further used for color and general features in reference [1].
The results show that using multiple frames can improve re-identification accuracy.

The success of deep learning in image classification [11] was extended to person re-
identification in 2014, and literature both [23] and [12] used siamese neural networks to
determine whether a pair of input images belong to the same identity. The reason why we
choose the twin network is that the number of each identity sample is very small. The main
difference between the two is that several cost loss functions have been added in reference
[23], while reference [12] has made a precise regional division of the person body. Reference
[23] and [12] do not use the same dataset, so the two methods cannot be directly compared.

At present, the person re-identification method based on deep learning has greatly sur-
passed the traditional method in performance. Since the generated countermeasure network
[4] can effectively expand the dataset and make up for the lack of person re-identification
data, there are many person re-identification studies based on the generated countermeasure
network; besides, semi-supervised learning, unsupervised learning, and transfer learning are
also important research directions [5]. In recent years, people pay more and more attention
to the end-to-end deep learning methods, such as the representative siamese convolutional
neural network (SCNN) [23], filter pairing neural network (FPNN) [12], and the recent
excellent methods are harmonic attention network [13], joint critical and generative learn-
ing for person re-identification [28], etc. The emergence of large datasets also provides
strong support for person re-identification methods based on deep learning. At present, the
commonly used image datasets mainly include Market-1501 [26], DukeMTMC-relD [17],
MSMT17 [21], CUHKO3 [12], etc.

2.2 Residual neural network

In the neural network, gradient vanishing and gradient explosion are the problems easily
encountered in the training process. Gradient explosion can be limited by gradient clipping,
but gradient disappearance cannot be solved by intuitive restriction. The emergence of the
residual network (ResNet) [6] effectively solves the problem of gradient disappearance.
In the residual neural network, the input feature map passes through a convolution and
activation layer, and then passes through a convolution and activation layer, and then it is
added with the original feature map at the element level, and then passes through the second
activation layer.

In ResNet, two different residual connection units are used in different networks. ResNet-
50, ResNet-101 and ResNet-152 use the bottleneck structure. This kind of bottleneck unit
first reduces the number of convolution layer channels through the convolution kernel of
size 1, thus reducing the calculation amount of size 3 convolution layer, and then restores
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the original channel number through the convolution kernel of size 1, keeping the size of
the feature map output before and after the residual unit unchanged. The combination of
bottleneck and residual structure enables it to be applied to deep neural networks, but it
does not bring too many parameters and calculations, and does not reduce the ability of
feature extraction. From ResNet-34 to ResNet-50, their architectures are similar. Although
the network depth has been increased by half, the amount of calculation has only increased
a little. This is the advantage of using bottleneck, which can increase the network depth
and improve the feature extraction ability of the network, while not increasing a lot of
calculation. Because ResNet-50 has a more powerful feature extraction ability than ResNet-
34, and the amount of calculation does not increase too much, so a lot of work will use
ResNet-50 as a backbone network. Based on the above conditions, ResNet-50 is also used
as the baseline model.

3 Method
3.1 Self-attention module

Non-local (NL) [20] attention module is a classic application of the self-attention mecha-
nism in computer vision. It makes use of a self-attention mechanism to make each position
in the feature map interact with other positions, and get the correlation between two posi-
tions so that the network has a global view. The calculation formula of the non-local module
of the embedded Gaussian method is shown in (1):

y = softmax(0(x) - 7 (x))g(x) 0
z=w(y) +x

in which x is the input tensor, 6, ¢, g and w denote convolutional operations, and softmax
operation is defined as softmax(x;) = = ,fxi T

The schematic diagram of the embeddefiféaussian method non-local module is shown in
Fig. 3.

Firstly, query, key and value are generated by three convolution layers (6, ¢ and g) with
the size of 1 convolution kernel. Then, query and key are multiplied, and then the embed-
ded Gaussian method is used to normalize (softmax) and multiply with value. Finally, a
convolution layer w is used to obtain the feature graph with the same shape as the original
feature graph, and the feature graph is made at the element level with input X added as the
final output Z. The number of channels of convolution layer 6 and convolution layer ¢ can
be smaller than the input characteristic graph X, and can be set to 1/2, 1/4, 1/8 or 1/16 of X.
In this experiment, the number of channels of g can be arbitrary, and the number of output
channels of w must be consistent with X, to ensure that the output of the non-local module is
the same as the size of input characteristic graph, and can be inserted into any position with-
out changing the network structure layer. The output dimension of g is the same as that of
0 and ¢, which is 1/4 of the channel number of X, which can effectively reduce the amount
of calculation and memory usage. The 2D non-local module used in this experiment is in
this form. In addition, the non-local module can also downsample the feature maps of ¢
and g to further reduce the size of the feature map, to reduce the amount of calculation and
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Fig.3 Non-local schematic diagram

memory usage. But in this experiment, the original non-local calculation method is used
instead of downsampling the feature map.

The non-local module can enhance the ability of global feature extraction. Because of
the same size of input and output feature graph, it can be easily inserted into any place
of network structure, and has strong applicability. In order to solve the problem that non-
local takes up too much memory when the feature map is too large, a recurrent criss-cross
attention (RCCA) module is proposed to reduce the complexity of the attention module to

\%

Fig.4 Schematic diagram of the criss-cross attention module

1x] conv

1x] conv
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reduce the memory consumption. The schematic diagram of a CCA module is shown in
Fig. 4. Affinity and Aggregation are the keys to criss-cross attention [8].

At each position u in spatial dimension of feature maps Q, we can get a vector Q,, € RE,
where C’ is the number of channels in Q and K. Meanwhile, we can obtain the set 2, by
extracting feature vectors from K which are in the same row or column with position u.
Thus, 24 € RHFW=DxC’ Qiu € R is the ith element of Qyu. The Affinity operation is
defined as follows:

di = QuQ ()

in which d; , € D denotes the degree of correlation between feature Qy and 4, i =
(1, ..., |Ql]], D € REFW=DXWXH Then we apply a softmax layer on D along the
channel dimension to calculate the attention map A.

Then another convolutional layer with 1 x 1 filters is applied on H to generate V €
RE*WxH for feature adaption. At each position u in spatial dimension of feature maps V,
we can obtain a vector V, € R€ and a set &, € RETV-DXC The get dy, is collection of
feature vectors in V which are in the same row or column with position u. The long-range
contextual information is collected by the Aggregation operation:

H, = > Aiu®iu+Hy 3)
ig| Py

in which H, denotes a feature vector in output feature maps H' € RE*W*H at position

u. Ay is a scalar value at channel i and position u in A. The computational complexity
of the non-local module is O((H x W) x (H x W)), while that of the RCCA module is
O((H x W) x (H+ W — 1)), which is smaller than the non-local module.

3.2 Baseline model

In this paper, ResNet-50 is selected as the benchmark network and backbone. Based on the
original ResNet-50, a batch normalization [9] layer is added before the final classifier to
improve the robustness of the network and improve the re-identification accuracy. Because
the person re-identification task is different from the image classification task with a fixed
number of categories, the whole connection layer is not immutable. In training, the output
dimension of the classifier is set to be consistent with the number of personal identities
in the training set. During the test, because the number of personal identities changes and
is generally not associated with the person identity during training, the classifier needs to
be removed and only the feature vector obtained before the classifier is retained. Then,
according to the similarity between the feature vector and the feature vector extracted from
the person images in the retrieval database, the classifier needs to be removed. Further, the
model was evaluated by the evaluation criteria.

In human re-identification, it is usually necessary to classify the person’s identity, which
can be met by using cross-entropy loss. Besides, it is necessary to increase the distance
between the images of the person with different identities and reduce the distance between
images of the person with the same identity, and triple loss can be used.

Usually, the softmax layer is used to normalize the output vector to O to 1, and the sum
of all elements of the vector is 1, and then a cross-entropy loss is used. In order to simplify
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the calculation, softmax and cross-entropy loss are usually combined, and the calculation
process is shown in (4).

loss(x, class) = _log<exp(x[class])>

m = —x|[class] +log<Zexp(x[j])> 4)
J -

J

where x means that the forward propagation in the training process of the network model
does not pass the output of sof tmax. The two steps of sof tmax processing and calculating
cross-entropy loss are included in formula (4), which is the label corresponding to the input
image, that is, the category it should be classified, where is the total number of categories
and the total number of identities corresponding to the training set.

The input of triplet loss is three elements, which are a real element, a similar element and
a different class element. Through triple loss, the loss between the real element and similar
element can be reduced, and the loss between different type element can be increased so
that the same type element is more similar and the different class element is more different.
The calculation process is shown in (5).

N
loss(x?, xP, x") = Z[disz(xf, Py — dist(x?, x") + Ot]+ (5)

1
In the above formula, x4, x”, x" respectively represents the anchor, positive and negative
elements, and dist represents the distance function. It can be Euclidean distance or cosine
similarity. It is a distance interval parameter. It is used to set the distance between similar
elements and real elements and the distance gap between different class elements and real
elements. The + outside [] means that the value in [] is greater than or equal to 0, and the

value in [] is set to O when it is less than 0.
3.3 Applying attention modules

In Section 3.1, we mentioned that non-local modules can be inserted into any stages in
a network because the input and output of a non-local module have the same shape. For
example, to insert a non-local module into the conv3_1 layer of ResNet-50, we need to
feed the features from the conv3_1 layer to the non-local module. The non-local module
outputs the features calculated by (1). Then we feed the output features from the non-local
module to the next layer conv3_2. As a result, The ResNet-50 network is equipped with one
non-local module. A network can be inserted into multiple non-local modules at different
locations simultaneously. We give the algorithm pseudo codes of the proposed method as
shown in Algorithm 1. The application of RCCA modules is the same as non-local modules.
The architecture of the whole model is shown as Fig. 5.

Input

i Non-local / RCCA ?u:plllt
eature Module eature
o map

Fig.5 The architecture of the model
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Algorithm 1 Applying Non-local module.

Require: Network :=the CNN model

Require: Data := the data to be feed into the model

Require: LayerList :=the list of the convolutional layers to be inserted into the non-local
module

1: function NON_LOCAL_MODULE( f eature_map)

2: feature_map := the input feature map which is a tensor

3 X <« feature_map

4: 0, ¢, g, w := convolutional operations

5: 0 < 6(X)

6 K < ¢(X)

7 V <« g(X)

8 Fi <~ 0-K

9: Fr, < softmax(Fy)

10: Y <~ F-V

11: Z<—wl¥)+X

12: return Z

13: end function

14: function INSERT_NL(model, input, layers)

15: model := the CNN model

16: input := the input data

17: layers := the the layers to be inserted into the non-local module
18: X < input

19: for each layer; € models do

20: X <« layerij(X)

21: if conv; € layers then

22: X < NON_LOCAL_MODULE(X)

23: end if

24: end for

25: Y <~ X

26: return Y

27: end function
28: OutputTensor < INSERT_NL(Network, Data, LayerList)

4 Experiment

4.1 Dataset

At present, there are many image datasets for person re-identification. Three larger datasets
are used in this paper, namely Market-1501, DukeMTMC-reID and MSMT17. The details
of each dataset are shown in Table 1.

4.2 Data augmentation

After reading the image data, it is necessary to preprocess the image data to achieve the func-

tion of data expansion, which is conducive to reducing overfitting. However, the method of
data preprocessing in training is different from that in testing. During training, the image is
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Table 1 Comparison of three datasets

Dataset Release Identities Images Cameras Marking method Resolution Scene

Market-1501 2015 1501 32688 6 DPM fixed outdoor
DuckMTMC 2017 1404 36411 8 manual fixed outdoor

MSMT17 2018 4101 126441 15 Faster RCNN [16] change Outdoor and indoor

first scaled and randomly cropped, and then flipped at a random level with a probability of
0.5, which can be converted into a tensor. Then, the pixel value of the input image is normal-
ized by using the normalization parameter. Finally, a small area is randomly selected in the
image to erase the pixels in the region (make it 0). There are some differences between the
preprocessed data and the original data, and each picture will have a different form, which is
equivalent to getting several similar images, which plays the role of data expansion. During
the test, fixed scaling is performed first, then converted into tensor, and finally normalized,
which ensures that each test image is the same after processing. In order to make full use
of the image information, the features of the image itself and the features of the image after
horizontal flipping are taken at the same time during feature extraction, and the two features
are added as the overall features of the image.

4.3 Criterion

In this paper, two commonly used evaluation criteria for person re-identification tasks are
used: top-1 accuracy and mean average precision (mAP). Top1 accuracy is the accuracy of
the first retrieval object to be retrieved, but there will be multiple real images to be retrieved
in person re-identification task, and mAP can measure the average retrieval performance of
multiple real images. At first, the mAP is widely used in image retrieval, and it also can
solve the same problem in two aspects of person image retrieval.

4.4 Experimental setup

All experiments adopt the same settings. All experimental settings are shown in Table 2. We
adopt the learning rate attenuation strategy. The initial learning rate is set to 0.00035. Every

Table 2 Parameter settings

Parameter Value
Learning rate 0.00035
Batch size 48
Epoch 100
Learning rate decay 30,60,90
Gamma 0.1
Height, width (256,128)
Optimizer Adam [10]
Weight decay 5e-04
Loss cross entropy loss+triplet loss
Margin 0.3
Distance cosine

@ Springer



4660 Multimedia Tools and Applications (2022) 81:4649-4667

Table 3 Results of the baseline

Dataset Top1 accuracy mAP

Market-1501 94.5% 85.9%
DukeMTMC-reID 84.4% 73.5%
MSMT17 70.3% 45.4%

30 rounds, the learning rate is multiplied by 0.1, and a total of 100 rounds of training are
conducted. In the triple loss function, we need to set a boundary value to judge whether to
optimize. We set the boundary value to 0.3, and the cosine distance is used as the distance
function. In addition, the ResNet-50 model is initialized with the parameters trained on
ImageNet [11].

The GPU we use is an NVIDIA Titan XP with 12GB memory. The CPU is E5-2678,
and we only use 5 cores. We limit the RAM usage to 10 GB, which is enough for all the
experiments. Our operating system is Ubuntu-16. All the experiments are constructed with
PyTorch-1.2 [14] framework.

Fig.6 Trend of the accuracy on a Market-1501
the three datasets. a Market-1501. 100
b DukeMTMC-relD. ¢ MSMT17 ] O S

—=—mAP
—+—Topl

10 20 30 40 50 60 70 80 90 100
epoch

DukeMTMC-relD

I o b b p by g b b
e AA/N'A/A

’/_._.-...—-—-—-—l-lf'“"-'
A

—=—mAP
——Topl

0 10 20 30 40 50 60 70 80 90 100
epoch

c MSMT17

S 70f
= - . 4 o AAA— A b p ey A AA s
= 50F

& soffr )

20 —s=—mAP
10 —.a.—Topl

0 10 20 30 40 50 60 70 80 90 100
epoc

@ Springer



Multimedia Tools and Applications (2022) 81:4649-4667 4661

Fig.7 Visualization of the results. a Query. b Top 50 searched results

4.5 Baseline results

The results of the ResNet-50 baseline model on three datasets are shown in Table 3. During
the training process, we test every 5 rounds. The changing trend of test accuracy is shown
in Fig. 6. The red curve represents the Topl accuracy rate, and the blue curve represents
the mAP. It can be seen that due to the reduction of the learning rate in the 30th round, the
accuracy rate suddenly increased, indicating that the learning rate before the 30th round has
optimized the model to near saturation; in the later stage, the learning rate changes slowly

Table4 Results of baseline

adding non-local module Dataset Top1 accuracy mAP
Market-1501 95.2%(+0.7%) 87.4%(+1.5%)
DukeMTMC-relD 85.2%(+0.8%) 75.1%(+1.6%)
MSMT17 71.0%(+0.7%) 46.8%(+1.4%)
Average increment 0.73% 1.5%
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with a little jitter, but it tends to be stable overall. The difficulty of the three datasets is

different. The Market-1501 is easy to get a relatively high accuracy rate, and MSMT17 is
more complex, so the accuracy rate is relatively low.

Fig.8 Trend of the accuracy on the three datasets. a Market-1501. b DukeMTMC-reID. ¢ MSMT17
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4.6 Visualization of results

In order to intuitively understand the reasoning results and practical application effect of the
model, it is necessary to visualize the results of the model. Take the image in the Market-
1501 dataset as an example, select a query image, as shown in Fig. 7a, whose person ID
is 1347. Through the trained baseline model with pre-training parameters, the top 50 most
similar person images retrieved in the retrieval database are displayed, as shown in Fig. 7b.
The number below each person’s image represents the person’s identity.

From the visualization results, the person ID of the first 20 retrieved images is 1347,
while there are 20 images with the ID of 1347 taken by different cameras from the query
images in the retrieval database, which means that the first 20 images are completely cor-
rect and all the correct images have been found. In the first 50 retrieved images, most of
the person in the first 50 retrieval images have shoulder bags and wear light-colored coats
and blue or gray bottoms, which also shows that the model can capture color and texture
information well and distinguish a different person.

4.7 Non-local module added to convolution layer

Conv3_1, conv3_3, conv4_1, conv4_3, conv4_5 in ResNet-50 are inserted with the non-local
2D module respectively, and test it on Market-1501 to verify whether adding a non-local can
improve the performance of the model. The experimental results of adding non-local module
to the baseline are shown in Table 4. In the same training process, the test is conducted
every 5 rounds, and the change trend curves of accuracy rate are shown in Fig. 8. Because of
the use of pre-training, the overall convergence is faster, and after adding non-local, it can
be seen that the test accuracy rate has been increasing in the later training process, which
also causes the final accuracy rate to be higher than that without non-local; according to the
final curve trend, continuing training may also increase the accuracy rate, but to keep the
experimental conditions consistent, we still end the training.

The experimental results show that the addition of a non-local module can effectively
improve the accuracy of ResNet-50 in person re-identification. The accuracy of top-1 and
mAP are improved by 0.73% and 1.5% respectively, which can be said to be a great
improvement.

4.8 RCCA module added to convolution layer

The RCCA 2D module is inserted in the same five positions, and the experiment is con-
ducted on Market1501 to verify whether RCCA can improve the performance of the model.
The experiment of adding the RCCA module to baseline is shown in Table 5. The curves of
test accuracy on three datasets are shown in Fig. 9. The trend of adding the RCCA module
is similar to that of non-local module. It converges to a better state very soon, but it is very

Table 5 Results of RCCA

module added to baseline Dataset Top1 accuracy mAP
Market-1501 95.1%(+0.6%) 87.7%(+1.8%)
DukeMTMC-reID 85.1%(+0.7%) 75.1%(+1.6%)
MSMT17 71.0%(+0.7%) 47.0%(+1.6%)
Average increment 0.67% 1.67%
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Fig.9 Trend of the accuracy on the three datasets. a Market-1501. b DukeMTMC-relD. ¢ MSMT17
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Table 6 Adding non-local 1D
module before BN layer Dataset Top1 accuracy mAP

Market-1501 94.6%(+0.1%) 85.4%(-0.4%)

close to the final accuracy rate very early. The convergence speed of later training is faster
than that of the non-local module.

It can be seen that the RCCA module and non-local module have similar functions, which
can significantly improve the top-1 accuracy and mAP of person re-identification. The top-
1 accuracy rate is increased by 0.67% on average, and the RCCA module has a stronger
ability to improve the mAP, with an average increase of 1.67%.

4.9 Non-local module added before normalization layer

The non-local 1D module was added before the batch normalization (BN) layer of ResNet-
50, and the experiment was conducted on Market-1501 to observe whether the accuracy
could be improved. Non-local here. The module is constructed for 1D feature vector input,
which is different from the module dimension for the 2D feature map. For the vector with an
input dimension of 1D, the convolution layer should be changed to a 1D convolution layer,
in which the matrix multiplication operation is also changed to 1D vector multiplication,
and finally the output result is 1D. In this way, the non-local module can be inserted into a
1D feature map, while maintaining its output dimension and the dimensions of the original
1D vector are the same.

The non-local 1D module is added before the BN layer. The results are shown in Table 6,
and the change curve of test accuracy is shown in Fig. 10. It can be seen that the training
convergence of the non-local 1D module is faster, and there is a certain fluctuation from the
early stage to the middle stage and from the middle stage to the later stage, which shows an
upward trend as a whole and is relatively stable in the later stage.

In the experimental results, the accuracy of top-1 did not change much compared with
the baseline, but the mAP decreased slightly. From the experimental results, this method
can not make the re-identification model gain effectively, so no further experiments on other
datasets are needed.
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Fig. 10 Trend of the accuracy on the Market-1501
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4.10 Empirical conclusion

According to the experimental results of adding non-local 2D, the mAP and the accuracy of
top-1 can be effectively improved by adding non-local 2D to five conventional convolution
layers. RCCA 2D module has the same effect as the non-local 2D module. According to the
test trend chart, the convergence rate of the baseline added with the two methods is slower
than that of the baseline without adding, but the final accuracy rate is higher than that of the
baseline, which indicates that the non-local 2D or RCCA is added2D has some influence on
the original pretraining parameters, which makes the accuracy rate appear to be lower than
the baseline before the training is finished, but the final accuracy rate will be higher due to
the role of the two modules. However, for the final output feature map of ResNet-50, adding
anon-local 1D module can improve the performance of the re-identification model slightly,
even slightly decrease, so it is not suitable to add an attention module before the BN layer.

5 Summary

In this paper, the attention mechanism is applied to person re-identification model, and two
common attention modules, the non-local module and the RCCA module are explored. We
implement a person re-identification model based on ResNet-50, and experiment on three
datasets Market-1501, DukeMTMC-reID and MSMT17. We conclude that the performance
of the person re-identification model can be improved when the attention mechanism is
inserted into the convolution layer. However, when the size of the feature map is large, both
of the two attention models still need a lot of computation and memory. Future work can
be focused on the study of more lightweight attention mechanisms suitable for person re-
identification tasks. In addition to considering the long-distance relationship between pixels
in a picture, the pixel relationships between two images should also be considered when
retrieving images. Therefore, how to use the attention mechanism to model the relationships
between different pedestrians is also an aspect of future work.
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