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Abstract
In this paper, to deal with poor boundaries in the presence of noise and heterogeneity of
magnetic resonance (MR) images, a new region-based fuzzy active contour model based on
techniques of curve evolution is introduced for the brain tumor segmentation. On the other
hand, since brain MR images intrinsically contain significant amounts of dark areas such as
cerebrospinal fluid, therefore for properly declining the heterogeneity of classes and better
segmentation results, the proposed fuzzy energy-based function has been extended to
consider three distinct regions; target, dark tissues with a dark background and the rest of
the foreground. Moreover, due to the inevitable dependency of pixel-based models on the
initial contour, artifact, and inhomogeneity ofMR images, we have used superpixels as basic
atomic units not only to reduce the sensitivity to the mentioned factors but also to reduce the
computational cost of the algorithm. Results show that the proposedmethod outperforms the
accuracy of the state-of-the-art models in both real and synthetic brain MR images.

Keywords Brain tumor segmentation .Fuzzy logic .Magnetic resonance imaging .Region-based
active contour . Superpixel

1 Introduction

A brain tumor is a growth of abnormal and unnecessary cells in the brain [48]. Early detection
and accurate segmentation of brain tumors can be crucial for further effective treatment.
Although there are various imaging modalities, magnetic resonance (MR) imaging technique
due to its advantages such as producing safe radiation and creating high contrast between soft
tissues is one of the most common diagnostic imaging modalities. Despite its advantages,
noise and inhomogeneity in MR images are inevitable. On the other hand, different sizes and
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shapes, poor boundaries, and various places of occurrence make the brain tumor segmentation
(BTS) a challenging task [5]. Manual analysis of brain MR images is time consuming,
complex, and error-prone process. Furthermore, since it depends on the individual perfor-
mance of the operator, labels of analysis of different experts show 14–22% differences in the
results [13]. Therefore, to overcome these problems, automatic and computerized methods can
be very helpful.

So far, numerous methods have been proposed for BTS that can be categorized into four
groups: region-based methods [2, 18, 39, 45], symmetry analysis [20, 25, 37, 53], learning-
based methods [1, 4, 8, 11, 12, 16, 22, 31, 42, 44, 46, 47, 54–56] and contour/surface evolution
methods [17, 19, 24, 29, 36, 40, 49].

Region-based methods such as region growing [2] and thresholding [18] are basic and
simple methods and their performances highly depend on the significant differences in the
intensities between tumor and non-tumor regions and consequently they may lead to poor
performance in noisy and heterogeneous cases. Thus, thresholding methods are usually used as
an initial step to determine the approximate location of the tumor [1].

Symmetry analysis methods use asymmetry between the left and right cerebral hemispheres
which are caused by appearing the tumor [25]. In [37], a change detection method was
proposed based on the symmetry axis of the brain. In this method, the Bhattacharya coefficient
computed with gray level intensity histograms was used to find the most dissimilar regions.
Although utilizing symmetry analysis can make the diagnosis process faster, finding the
accurate symmetry axis is a challenging task. Furthermore, sometimes locating the tumor
across the symmetry axis can cause inaccurate segmentation.

Learning-based methods usually use supervised classifiers such as support vector machine
[8] and decision trees [42] to segment brain tumors. More recently, random forest (RF)
methodology, which operates by constructing a multitude of decision trees at the training
phase, has been used to make more accurate decisions [1, 16]. However, these classification
methods need to extract useful and effective features that complicate the algorithm. In [1],
features extracted from the histogram of orientation gradients and the local binary pattern
methods are used as the learning attributes, and then the RF is used as a classifier to segment
tumorous regions. In [31], a generative-discriminative hybrid model is proposed, which
generates initial tissue probabilities for enhancing the classification and spatial regularization.
In this model, 44 features including first-order texture, gradient information, and symmetry
features are extracted for classification. In another scheme, based on similarities between
multi-channel patches, the segmentation approach presented in [12] chooses similar patches
from the training data and combines labels of them to result in a segmentation map for the test
case. In [47], first, features such as intensity, intensity differences, local neighborhood, and
wavelet texture are extracted and then the RF classifier is applied for identification of different
regions and tumor tissues. Some other learning-based methods which are known as deep
learning [11, 44, 46, 54, 56] do not need the feature extraction step and they automatically
learn a hierarchy of increasingly complex features directly from data. However, supervised
learning-based methods relatively have high computational costs and need a massive dataset
with ground truth data for the training phase. In this regard, the model presented in [44] is a
deep learning-based framework for BTS and survival prediction which has an ensemble of
three different convolutional neural network architectures for robust performance through
majority rule.

On the other hand, a review of recent articles shows that the active contour models (ACM)s
are among the most powerful methods that have been used for BTS [17, 19, 24, 29, 36, 40,
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49]. ACMs basically evolve a curve through minimizing an energy function to extract the
desired object [23]. The ACMs can be classified as explicit [51] and implicit deformable
models [38]. While explicit methods are based on rigid parametric formulation, implicit
deformable models (or level set methods), can handle topological changes for the merging
and splitting of evolving curves and consequently, they are less sensitive to the initial condition
[38]. There are two main categories for level set methods: edge-based [9] and region-based
models [10]. As edge-based models utilize image gradients to stop the evolving contours, this
type of highly localized image information may cause erroneous segmentations in cases of
noisy images and images with smooth or discontinuous edges [9].

The most widely used region-based approaches which are well-known as Chan–Vese (CV)
[10] and Mean Separation (MS) energy [52] models are based on the Mumford-Shah tech-
nique [33] that utilizes image global statistic and assumes that each image is formed by two
regions of approximately piecewise-constant intensities. Therefore, due to the use of global
statistics, they are not appropriate for heterogeneous objects. Since heterogeneous objects
frequently appear in natural and medical images, Lankton and Tannenbaum [28] proposed
localized ACMs by considering a circular mask around each point along the evolving curve.
Hence, localized models of CV and MS energy, which are known as Localized Chan–Vese
(LCV) and Localized Mean Separation (LMS) Energy models, due to their local energy
functions, have relatively good performances in case of heterogeneous images.

Region-based ACMs that utilize statistical intensity information are sensitive to the high
mean intensity distance between consecutive regions. In this regard, Ilunga et al. [19] proposed
a new reformulation of the LMS model which compensates the background intensity to
balance the mean intensity distance between the foreground and the background. They used
this model for BTS in MR images and named it localized ACM with background intensity
compensation (LACM-BIC). Furthermore, in [17] a Fractional Wright Function (FWF) is used
as a minimization of energy technique to improve the boundary tracking of the CV model
wherein the FWF is utilized to find the boundaries of an object by controlling the inside and
outside values of the contour.

In [27], to create a balanced technique alongside a strong ability to reject weak local
minima, a new class of ACMs has been proposed based on fuzzy logic. This method which is
named fuzzy energy-based active contour (FEAC) has a robust performance and desirable
resistance to noise and can handle objects even with weak and smooth boundaries. Further-
more, instead of traditional methods for solving the associated Euler-Lagrange equations, it
uses a fast optimization algorithm that has been proposed for level set based optimization to
minimize the fuzzy energy function [43]. Similar to what happened in CV andMSmodels, due
to the use of global statistics, this method also fails to find the object contour when gradual
tonality variations appear in the image, and consequently, other elements may be wrongly
considered as objects of the scene or vice versa. Therefore, Fang et al. [15] proposed a
localized patch-based fuzzy active contour (LPFAC) to solve the drawback of the FEAC
model. As the LPFAC model utilizes fuzzy logic in addition to region-based and local
information, it has the potential to be used for BTS since using fuzzy logic besides local
statistics can lead to appropriate segmentation in images with noise, blurred boundary and
discontinuous edges. However, the LPFAC model, similar to other advanced fuzzy ACMs [27,
30, 41, 50], considers that the whole image is formed by two classes; the target object and rest
part of the image while this assumption may lead to an erroneous segmentation in images with
considerable dark areas such as medical images. For instance, in the Fluid Attenuation
Inversion Recovery (FLAIR) brain MR images, the cerebrospinal fluid has a low-intensity
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value and considering these dark areas with other brain tissues in one class makes the mean
intensity value of the class inappropriate as the representative of the corresponding pixels and
consequently, it causes inaccurate segmentation. Thus, in this paper, an extended and
reformulated model of the LPFAC energy function called extended localized patch-based
fuzzy active contour (ELPFAC) model is proposed as it assumes that each image is formed by
three regions; tumor, dark tissues with a dark background and rest of the brain tissues.
Moreover, since pixel-based models are inevitably sensitive to the initial contour, noise,
artifact, amount of considering local information, and inhomogeneity of MR images, we have
used superpixels (SP)s as basic processing units to improve robustness of the algorithm.
Despite the advantages mentioned above, utilizing SPs reduces the resolution of the images.
Hence, to preserve the accuracy of the segmentation in addition to improving the robustness
and execution time of the algorithm, we use the SP-based result of the algorithm as an initial
value to continue the process of segmentation in a pixel-based way.

The rest of this paper is organized as follows. Section 2 introduces the basic concepts. In
Section 3, the proposed BTS method is illustrated in detail. Experimental results and discus-
sion are brought in Section 4. Finally, the main conclusions are provided in Section 5.

2 Basic concepts

2.1 Superpixel (SP) segmentation

SP producing algorithms group pixels into homogeneous and meaningful clusters using the
degree of similarity between them. In this work, we used Simple Linear Iterative Clustering
(SLIC) [3] method to create SPs which are used as atomic units for further procedures. SLIC is
a fast method with a good boundary adherence that uses both intensity and spatial values of
each pixel to generate SPs. As a result, the created SPs approximately have regular shapes
especially in regions without intensity inhomogeneities. Initialization of the cluster centers on a
regular grid is the first step of this algorithm and since the hexagonal shape will be more
flexible than square one to match their boundaries to the edges of images, in this paper, the
generated SP seed points have been shaped in a hexagonal pattern. Thus, the grid interval is

S ¼ 2
ffiffiffi
3

p
N=3k

� �1=2 , where N is number of pixels in the image and k is number of the SPs.
Pixels are labeled by computing the weighted distances between cluster centers and pixels
within a 2S × 2S region. The weighted distance, D, is defined as follows [3],

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dc2 þ ds

S

� �2

R2

s
ð1Þ

dc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I i−I j
� �2q

ð2Þ

ds ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ai−aj
� �2 þ bi−b j

� �2q
ð3Þ

where dc and ds are intensity and spatial distances and R is the compactness factor which
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controls the flexibility of SP boundaries. When R is small, the resulting SPs adhere more
tightly to image boundaries whereas they have less regular size and shape. When R has a
higher value, the effect of spatial proximity will increase and consequently SPs’ shapes will be
more regular. Ii and Ij are intensity values of the ith and the jth pixels respectively and a and b
are pixel’s Cartesian coordinates. Cluster centers must be updated iteratively until labels of all
pixels remained unchanged. Figure 1a is an original MR image and Fig. 1b shows its
corresponding SP map. It is evident that SPs’ boundaries have a good boundary adherence
to edges and discontinuity of the image so that it can be appropriate for accurate BTS.

2.2 Localized patch-based fuzzy active contour (LPFAC) model

In [15], Fang et al. proposed a localized version of the FEAC model by incorporation a local
patch along each pixel of the evolving curve. Let I(x) :Ω ∈ R be a given gray level image to be
segmented andC be a closed evolving curve in the image domainΩ and assume that the image
I is divided into two regions by the contour C, i.e., inside C and outside C. Fang et al. proposed
the energy functional defined as follows,

F C; v1; v2; uð Þ ¼ ∫Ωx ∫ΩyW x; yð Þ: u yð Þm I yð Þ−v1 xð Þð Þ2dy dx
þ ∫Ωx ∫ΩyW x; yð Þ: 1−u yð Þð Þm I yð Þ−v2 xð Þð Þ2dy dx ð4Þ

where x and y are independent spatial variables each representing a single point in Ω (y is a
neighborhood of x); I(y) represents the intensities of the points y which are in a local region
centered at the point x; v1(x) and v2(x) represent the intensity means of two local regions around
the point x inside and outside the contour C respectively; the membership function u(y) ∈ [0, 1]
is the membership degree of I(y) to the interior local region centered at the point x inside the
contour C and m is a weighting exponent on each fuzzy membership.

The function W(x, y), which is defined in (5), masks local regions. It will be 1 when the
point y is within a circle with radius r centered at x, and 0 otherwise. The interaction ofW(x, y)
with the interior and exterior regions is illustrated in Fig. 2.

W x; yð Þ ¼ 1; x−yk k < r
0; otherwise:

�
ð5Þ

The segmentation is then performed via a pseudo level set formulation based on the
membership values u, where the evolving curve is represented by the pseudo zero level set
of Lipschitz similar function u, such that,

(a) (b)

Fig. 1 a An original MR image and b the corresponding SPs
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C ¼ x∈Ω : u xð Þ ¼ 0:5f g
inside Cð Þ ¼ x∈Ω : u xð Þ > 0:5f g
outside Cð Þ ¼ x∈Ω : u xð Þ < 0:5f g

8<: ð6Þ

Keeping u fixed and minimizing the energy function F(C, v1, v2, u) with respect to v1 and v2, it
is easy to get the following equations,

v1 xð Þ ¼ ∫ΩyW x; yð Þ:u yð Þm I yð Þ dy
∫ΩyW x; yð Þ:u yð Þm dy

ð7Þ

v2 xð Þ ¼ ∫ΩyW x; yð Þ: 1−u yð Þð Þm I yð Þ dy
∫ΩyW x; yð Þ: 1−u yð Þð Þm dy

ð8Þ

Furthermore, Keeping v1 and v2 fixed and minimizing the energy function F(C, v1, v2, u) with
respect to u, the fuzzy membership degree can be achieved as follows,

u xð Þ ¼ 1

1þ I xð Þ−v1 xð Þ
I xð Þ−v2 xð Þ
� 	 2

m−1
ð9Þ

3 Proposed method

As mentioned in Section 2.2, the conventional LPFAC model is based on the assumption that
the image is composed of two regions. This assumption in the images that have regions like
dark tissues and black background (such as what is often observed in medical images) leads to
inaccurate segmentation results. Thus, in this section, we develop a new fuzzy ACMwhich has
an extended fuzzy energy function to provide a separate class for dark tissues, and then we
explain how to use SPs to enhance the robustness of the algorithm in addition to reducing the
computational cost.

(b)(a)

Fig. 2 a A circle patch is considered for a certain pixel, x, (black dot in the image) along the contour (the red
curve). b The patch is split by the contour into the local interior (the green part) and local exterior regions (the
yellow part)
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3.1 Extended localized patch-based fuzzy active contour (ELPFAC)

Let I be a given gray level image and R1 be a target region to be segmented. There will be two
different possible cases for the target location in the foreground region which have been
illustrated in Fig. 3. In Fig. 3a, as the target region, R1, is far from the dark regions, the LPFAC
model can successfully find the target region. However, in Fig. 3b, R1 is adjacent to the dark
areas and it has common boundaries with the dark background. As it is shown in Fig. 4a, let us
define a closed evolving curve C as an initial contour for the target object, in the image domain
Ω. Moreover, according to the LPFAC model, consider a circle patch (W) around a pixel along
the initial contour of the target, C. Based on what mentioned in Fig. 2b, the local patch will be
split by the contour C into local interior (the green part of the circle in Fig. 4b) and local
exterior (the yellow part of the circle in Fig. 4b) regions and computations for the under
consideration pixel will be done according to these two classes. However, the exterior part of
the local patch includes dark areas, and considering them together with gray regions makes the
mean intensity value of the class inappropriate as the representative of the corresponding pixels
and consequently, it leads to an incorrect segmentation. Since MR brain images, especially
Flair images, have considerable dark tissues plus black background, we reformulated the
LPFAC model into a new local fuzzy energy function which considers dark areas in a separate
class. To achieve this goal, in the proposed approach, we divide the image into three non-
overlapping regions using the automatic nonparametric Otsu thresholding method which
selects a global threshold value by maximizing the separability of the resultant clusters in
gray levels [34]. As it is depicted in Fig. 4c, these classes are as follows: target (R1), dark areas
and background (R2) and rest part of the foreground (R3). Thus, in contrast with the LPFAC
model, the exterior part of the local patch, W, will be split into two regions by R2 and R3 and
consequently it reduces the standard deviation of the classes and improves the segmentation
result in such cases. The general form of the proposed energy function when a given image I(x)
is approximated by the three distinct regions, is as follows,

F C1;C2; v1; v2; v3; u1; u2ð Þ ¼ ∫Ωx ∫ΩyW x; yð Þ: u1 yð Þm I yð Þ−v1 xð Þð Þ2dy dx

þ ∫Ωx ∫ΩyW x; yð Þ: u2 yð Þm I yð Þ−v2 xð Þð Þ2dy dx

þ ∫Ωx ∫ΩyW x; yð Þ: 1−u1 yð Þ−u2 yð Þð Þm I yð Þ−v3 xð Þð Þ2dy dx

ð10Þ

where v1, v2 and v3 represent the intensity means of three local regions around the point x in R1,
R2, and R3 respectively. u1(y), u2(y) and (1 − u1(y) − u2(y)) are the fuzzy membership degrees of
I(y) to the local interior region centered at the point x in R1, R2 and R3 respectively.

We initialize u1 and u2 as follows,

u1 xð Þ ¼ β x∈R1

1−βð Þ=2 otherwise

�
ð11Þ

u2 xð Þ ¼ β x∈R2

1−βð Þ=2 otherwise

�
ð12Þ

where β is a selectable parameter and this value can be in the range (0.5,1]. We empirically
choose β = 0.8 for all the results mentioned in this paper.
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It should be noted that to compute (10), we only consider those pixels which are near to the
target evolving contour, C since considering all pixels in the image is not necessary and it just
increases computational cost and memory occupation.

Keeping u1 and u2 fixed and minimizing the energy function F(C1,C2, v1, v2, v3, u1, u2) with
respect to v1, v2 and v3, these local intensity means can be easily obtained as follows,

vi xð Þ ¼ ∫ΩyW x; yð Þ:ui yð Þm I yð Þ dy
∫ΩyW x; yð Þ:ui yð Þm dy

; i ¼ 1; 2 ð13Þ

v3 xð Þ ¼ ∫ΩyW x; yð Þ: 1−u1 yð Þ−u2 yð Þð Þm I yð Þ dy
∫ΩyW x; yð Þ: 1−u1 yð Þ−u2 yð Þð Þm dy

ð14Þ

Furthermore, keeping v1, v2 and v3 fixed and minimizing (10) with respect to u1 and u2, the
variable u can be expressed as follows,

(a) (b)

Fig. 3 Illustration of two cases of target location: a the target region (R1) is far from the dark areas and b R1 is
adjacent to the dark areas and it has common boundaries with the dark background

(a) (b)

2

2

2

(c)

Fig. 4 Illustration of the differences of the LPFAC and the ELPFAC model at dealing with dark areas. a the
initial contour for the target region is shown by the red curve and a circle patch (the orange curve) is considered
around each pixel (small black dot) along the initial contour, b according to the LPFAC model, the patch is split
by the contour C into local interior and local exterior (the green and yellow parts of the patch respectively)
regions and c the image is divided into three non-overlapping regions; R1, R2, and R3. (they are shown by red,
black and blue colors respectively) so that the patch is split into three local regions by the R1, R2 and R3 regions
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ui xð Þ ¼ 1

∑3
j¼1

I xð Þ−vi xð Þ
I xð Þ−v j xð Þ
� 	 2

m−1
; i ¼ 1; 2 ð15Þ

To solve the energy functional, F(C1,C2, v1, v2, v3, u1, u2) in (10), we use a fast numerical
scheme inspired by Song and Chan [43] and developed by Krinidis and Chatzis [27] instead of
solving the Euler-Lagrange equation of the underlying problem. Thus, by this way, the
algorithm calculates the energy changes directly and decides for each pixel depending on
the sign of the energy changes.

Now for a pixel P of the given image, assume that the intensity value of P is I(P) and the
corresponding fuzzy membership degrees for this point are uo1 and uo2 . Suppose that we
change the membership degrees of point P to the new values un1 and un2which are calculated
by (15), and ΔF is the difference between the new and old energy when we change the
membership degrees of point P. Then, ΔF (derived from (29) in the Appendix) is calculated as
follows,

ΔF ¼ ∑
2

i¼1
∑
Ωx

si xð Þ uni
m−uoim

si xð Þ þ unim−uoim

� �
I Pð Þ−vi xð Þð Þ2

� �

þ ∑
Ωx

s3 xð Þ 1−un1−un2ð Þm− 1−uo1−uo2ð Þm
si xð Þ þ 1−un1−un2ð Þm− 1−uo1−uo2ð Þm
� �

I Pð Þ−vi xð Þð Þ2
� �

ð16Þ

where si xð Þ ¼ ∑Ωy
W x; yð Þ: ui yð Þ½ � m; i ¼ 1; 2 and s3 xð Þ ¼ ∑Ωy

W x; yð Þ: 1−u1 yð Þ−u2 yð Þ½ � m.

The proposed algorithm of ACM evolved by the fuzzy energy function is summarized in
Algorithm 1.

ALGORITHM 1: The proposed ELPFAC model.

34
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As it is shown in Fig. 5, we applied both the ELPFAC and the LPFAC models to the
synthetic images. The initial contours and results of the LPFAC and ELPFAC models are
depicted in Fig. 5a–c respectively. As shown in Fig. 5(b-1) and (c-1), when the target object is
far from dark areas, both LPFAC and ELPFAC models find it properly. However, as it is
shown in Fig. 5(b-2) and (c-2), when the target object is adjacent to the dark areas, the
ELPFAC successfully converges while the LPFAC model fails in this situation. Moreover, to
evaluate the robustness of the ELPFACmodel, Rician and Gaussian noises with three different
percentages are added to the challenging image Fig. 5(a-2), and results of the ELPFAC model
are shown in Fig. 6. As it is shown in Figs. 6a, b, the proposed ACM also has acceptable
performance in the presence of different levels of both Rician and Gaussian noises.

3.2 Automatic brain tumor segmentation utilizing superpixels and ELPFAC model (SP-
ELPFAC)

Although the ELPFAC model due to utilizing extended fuzzy energy and local statistics has
some advantages over other ACMs, it is still sensitive to noise, location of the initial contour,
inhomogeneity, and amount of considering local information. Therefore, here, we use SPs
mentioned in Section 2.1 instead of pixels as basic atomic units to improve the robustness of
the algorithm in addition to reducing the computational cost. Moreover, to preserve the
accuracy, pixel-based ELPFAC will continue the processes of the segmentation when the
SP-based ELPFAC has stopped. Hence, its sensitivity to the contour initialization, noise, and
heterogeneity can be significantly reduced without any concern about the accuracy declining.

(a-1) (b-1) (c-1)

(a-2) (b-2) (c-2)

Fig. 5 a Illustration of two Synthetic brain tumor images with their assumed initial contours (red curves), a-1 the
target region is far from the dark tissues and dark background, a-2 the target object is adjacent to the dark tissues
and it has common boundaries with the dark background, b results of the LPFAC and c results of the ELPFAC
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Figure 7 illustrates the block diagram of the proposed method for automatic BTS. At the
first stage, the intensity range of images is normalized between [0, 255]. Moreover, due to low
contrast, poor edges, and heterogeneity of medical images, anisotropic diffusion filter [35] is
used to reduce noise besides preserving edges and homogenize areas. Then, to initialize the
SP-based ACM, the automatic Otsu thresholding method [34] is used to divides SPs of the
target slice into three distinct clusters: tumorous SPs (SP1), SPs of dark tissues, and back-
ground (SP2) and SPs of the rest of brain tissue (SP3). In some cases, due to the nature of brain
MR images, and the presence of a significant amount of artifacts and intensity inhomogeneity
in MR images, non-tumor brain tissues may also have high-intensity values. Therefore, to
avoid incorrect assignment of them to the SP1 cluster, among SP1s, we disregard groups of
connected SPs whose number of SPs is less than 4 and we put them in the SP3 cluster. The
entire proposed BTS is presented in Algorithm 2.

ALGORITHM 2: The proposed automatic BTS algorithm (SP-ELPFAC).

Input: Brain MR image.

Output: Accurate tumor boundary.

Step1: Normalize the image between [0,255].

Step2: Apply the anisotropic diffusion [35] filter to the image.

Step3: Create SPs using SLIC algorithm [3]. 

Step4: Divide SPs into three distinct clusters using automatic Otsu thresholding method [34]: 

tumorous SPs ( ), SPs of dark tissues and background ( ), and SPs of rest part of brain ( ).

Step5: among s, disregard groups of connected SPs whose number of SPs is less than 4 and 

put them in the cluster. 

Step6: Assume the distinct groups of SPs ( , and ) as , , and respectively, then 

do steps 2 to 6 of algorithm 1 on the SPs of the image instead of pixels.

Step7: Use results of the SP-based Processing as , , and and do steps 3 to 6 of algorithm 1 

to have  a pixel-based tumor boundary.

4 Experimental results

In our experiments, to evaluate the proposed BTS method and to compare it with other state-
of-the-art methods, we use the publicly available multimodal BRATS datasets [6, 7, 26, 32] in
two versions; 2013 and 2019. The BRATS 2013 dataset contains 80 patient images with
ground truth data that 30 of them are real (with 20 high grade (HG) and 10 low grade (LG)
glioma subjects) and 50 of them are synthetic images (25 cases for each grade). All volumes of
the dataset are skull stripped and interpolated to 1 mm isotropic resolution. Synthetic images of
the dataset are degraded with different noise levels and intensity inhomogeneities, using
Gaussian noise and polynomial bias fields with random coefficients. For each patient in both
real and synthetic images, T1, T1-contrast enhanced (T1C), T2 and FLAIR MR images are
available. Since FLAIR images, due to greater sensitivity to subtle abnormalities, are usually
considered as a standard diagnostic tool for BTS in clinical routines, therefore, we here use
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FLAIR images to evaluate the proposed methods. Although all the real images of the BRATS
2013 dataset are also available in BRATS 2019, some new images of the BRATS 2019 dataset
are also considered in our experiments.

Normalization and 

noise reduction 

Creation SPs 

using SLIC 

algorithm

Initialization 

using Otsu 

thresholding

Tumor boundary detection 

using the proposed automatic 

BTS (Algorithm 2)

Fig. 7 The framework of the proposed automatic BTS

(a-1) (a-2) (a-3)

(b-1) (b-2) (b-3)

Fig. 6 Results of the ELPFAC for the challenging image of Fig. 5 a-2 in the presence of noise. From left to right,
results of the ELPFAC for corrupted images with 3%, 5%, and 8% a Rician noise and b Gaussian noise
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To evaluate the quantitative performance of the proposed BTS method, Jaccard Similarity
(JS) [21], Dice Similarity Coefficient (DSC) [14], Sensitivity, and Specificity metrics are used.
Their definitions are given by Eqs. (17)–(20) respectively,

JS ¼ TP
FN þ TP þ FP

ð17Þ

DSC ¼ 2 TPð Þ
FN þ 2 TPð Þ þ FP

ð18Þ

Sensitivity ¼ TP
TP þ FN

ð19Þ

Specificity ¼ TN
TN þ FP

ð20Þ

where TP is the True Positive (pixels correctly selected as tumorous tissue), FP the False
Positive (pixels wrongly selected as tumorous pixels), FN the False Negative (undetected
tumorous tissue) and TN the True Negative (pixels correctly selected as healthy tissue).

All simulations have been performed in MATLAB 2019b on Windows 10 operating
system with a five core processor and 6 GB RAM.

4.1 Superpixels parameter

In the proposed method, we have used the SLIC method which has two parameters to be tuned
manually: compactness factor (R) and the grid interval (S). To set the optimal values for these
two parameters, we used an empirical experiment on 10 randomly selected subjects from the
dataset. As it is shown in Table 1, the DSC of the segmentation is calculated for four different
values of S. Moreover, for each S, five different values of compactness factor, R, are
considered. SPs with a larger size reduce the computational cost while they have less
homogeneity and it is observable from Table 1 that the DSC has decreased for S = 10. On
the other hand, using extremely smaller SPs increases error and reduces segmentation accuracy
especially in noisy cases. Therefore, we selected S = 8 and R = 65 which leads to an acceptable
compromise between the efficiency and the computational cost.

4.2 Analyzing effect of SPs on the proposed BTS

Utilizing SPs in the proposed BTS not only reduces the computational cost but also improves
the segmentation performance in two different aspects which are investigated in the following
subsections.

4.2.1 Initialization improvement

In the proposed BTS method, due to some advantages of Otsu thresholding [34], we use it to
initialize the ELPFACmodel. In fact, Otsu method is an automatic nonparametric thresholding
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technique, which selects a global threshold value by maximizing the separability of the
resultant clusters in gray levels. The procedure is very simple, utilizing only the zeroth and
the first-order cumulative moments of the gray-level histogram. However, as it is shown in
Fig. 8a, some cases have a large amount of noise and heterogeneity and consequently, in
addition to tumorous tissues, as what is depicted in Fig. 8b, some other parts of the brain may
be selected as tumorous tissues by a pixel-based Otsu thresholding algorithm. By contrast,
since in SP-based algorithms, a set of pixels based on a defined similarity criterion receives a
unique label, the effect of noisy pixels will be reduced. Hence, as it is illustrated in Fig. 8c,
applying Otsu thresholding on SPs has a robust result.

4.2.2 Reduction sensitivity to the initial contour

Despite the advantages of the proposed ELPFAC model, this model is sensitive to the location
of the initial contour. However, utilizing SPs instead of pixels reduces this sensitivity and
makes the algorithm more flexible against the location of the initial contour. Figure 9 shows
results of both pixel-based and SP-based ELPFAC models on a real brain tumor image using
two different initial contours. The initial contours and results of the pixel-based and SP-based
ELPFAC models are depicted in Fig. 9a–c respectively. As illustrated in Fig. 9(b-2), with the
same initial contour, the pixel-based ELPFAC model yields different results by considering
different values of r. It means that it is relatively sensitive to the localization parameter value, r,
which is the radius of the local mask, W(x, y). Hence, r should be chosen based on the size of
tumors, location of the initial contours, and the amount of noise and inhomogeneity of images.
Since different patients and also different slices of each case have different sizes of tumors and
different amounts of noise and inhomogeneity, determining a constant value for r to segment
all the images would not be possible. However, as it is shown in Fig. 9c, the SP-based
ELPFAC model significantly reduces the sensitivity of the algorithm to the parameter, r, and
from comprehensive empirical results, it can be concluded that considering one neighboring
SPs (rSP − based = 1) for every under processing SP leads to reliable results for both real and
synthetic images.

Table 1 The effect of compactness factor (R) and size of SPs (S) on the segmentation performance with DSC
metric (%)

S 4 6 8 10

R 25 45 65 85,105 25 45 65 85,105 25 45 65 85,105 25 45 65 85,105
DSC 87 88 89 86 84 87 91 90 90 89 86 89 91 90 89 70 83 84 85 87

(a) (b) (c)

Fig. 8 Effect of SPs on the initialization step. a an original real brain MR image with FLAIR Modality b the
pixel-based and c the SP-based Otsu thresholding
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4.3 Complexity analysis

The local methods, due to applying local masks, incur a linear increase in computations
compared to global methods. Hence, to evaluate the computational complexity of the proposed
local ACM methodology, assume that at each iteration, ℘ pixels are crossed by the moving
contour, therefore the proposed ACM would perform ℘q updates, where q is the number of
pixels that exist within the W (x, y) neighborhood. Thus, as we have considered c = 3 classes,
the time complexity is O (c℘qT), where T is the total number of iterations required to
convergence. On the other hand, the space complexity of the proposed ACM is linear in the
number of pixels since it needs to store membership degrees of each pixel. Hence, the space
complexity of the proposed ACM is O(cN), where N is the number of pixels in the image.

Although created SPs add some computational cost to the algorithm, utilizing SPs instead
of pixels considerably reduces both the number of computations at each iteration and the
number of required iterations to convergence. If we apply the SPs to the proposed ACM, the
time and space complexity turn into O (c℘'q'T') andO (ck) respectively, where k is the number
of the total SPs in the image, ℘' is the number of SPs crossed by the moving contour and q' is
the number of neighboring SPs respectively. Based on what is mentioned in Section 2.1 for the

grid interval of SP segmentation, it can be concluded that k ¼ 2
ffiffiffi
3

p
N=3S2. Since we set S = 8

in our experiments, the number of the total SPs in the image (k) will be considerably less than
the number of pixels in the image (N) and consequently, ℘' and q' in SP-based segmentation
will be significantly less than ℘ and q in pixel-based segmentation. Furthermore, in the SP-
based segmentation, since in each iteration a considerable amount of pixels will be classified
through processing SPs, the total number of iterations (T′) required to convergence declines to
a great extent as T′ ≪ T.

 = 25  = 35

(b-2)(a-2) (c-2)

―  = 1

(a-1)

 = 25

(b-1)

―  = 

1

(c-1)

Fig. 9 a Illustration of a real brain tumor image with its two assumed initial contours (red curves), b-1 result of
the pixel-based ELPFAC with r = 25, b-2 results of the pixel-based ELPFAC with two different r = 25 and 35, c
results of the SP-based ELPFAC. As it is shown in b-2, the pixel-based ELPFAC model cannot segment the
tumor using the initial contour shown in a-2 and it also depends on the value of r, whereas the SP-based ELPFAC
model is resistant to change of the initial contour
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Initialization Ground Truth LCV LMS LACM-BIC LPFAC ELPFAC SP-ELPFAC

HG 22

HG 12

LG 8

LG 4

Fig. 10 Segmentation results of four real images (BRATS 2013): (from left to right) the initial contour, the
ground truth, the LCV, the LMS, the LACM-BIC, the LPFAC, the ELPFAC and the SP-ELFAC

Initialization Ground Truth LCV LMS LACM-BIC LPFAC ELPFAC SP-ELPFAC

LG 12

HG 4

HG 13

HG 20

Fig. 11 Segmentation results of four synthetic images (BRATS 2013): (from left to right) the initial contour, the
ground truth, the LCV, the LMS, the LACM-BIC, the LPFAC, the ELPFAC and the SP-ELFAC
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4.4 Qualitative and quantitative results compared to the other ACMs

The qualitative results of the proposed Pixel-Based ELPFAC and SP-ELPFAC in comparison
with LCV, LMS, LACM-BIC, and LPFAC ACMs for four real and four synthetic images of
the BRATS 2013 dataset are presented in Figs. 10 and 11 respectively.

Table 2 Quantitative results of ACMs for images of Figs. 10 and 11

Image Metrics LCV LMS LACM-BIC LPFAC ELPFAC SP-ELPFAC

Real
LG 4

JS 0.7017 0.7032 0.8248 0.6861 0.8605 0.8605
DSC 0.8247 0.8258 0.9040 0.8138 0.9250 0.9250
Sensitivity 0.9769 0.9815 0.8334 0.9850 0.8994 0.8994
Specificity 0.9862 0.9861 0.9996 0.9847 0.9984 0.9984

Real
LG 8

JS 0.6685 0.7471 0.8900 0.7772 0.8753 0.8811
DSC 0.8013 0.8552 0.9418 0.8747 0.9335 0.9368
Sensitivity 0.9798 0.9738 0.9052 0.9950 0.9204 0.9113
Specificity 0.9907 0.9940 0.9996 0.9944 0.9990 0.9993

Real
HG 12

JS 0.5083 0.7541 0.8141 0.6882 0.8322 0.8589
DSC 0.6740 0.8598 0.8975 0.8153 0.9048 0.9241
Sensitivity 0.9635 0.9502 0.8141 0.9951 0.8858 0.8651
Specificity 0.9802 0.9942 1 0.9901 0.9986 0.9998

Real
HG 22

JS 0.5747 0.6216 0.8666 0.7379 0.8554 0.8554
DSC 0.7299 0.7667 0.9285 0.8492 0.9221 0.9221
Sensitivity 0.9635 0.9615 0.8872 0.9743 0.8988 0.8988
Specificity 0.9794 0.9834 0.9993 0.9903 0.9985 0.9985

Synthetic
LG 12

JS 0.8230 0.8215 0.8697 0.7924 0.8776 0.8801
DSC 0.9029 0.9020 0.9303 0.8842 0.9348 0.9362
Sensitivity 0.9529 0.9383 0.9487 0.9916 0.9712 0.9634
Specificity 0.9952 0.9957 0.9973 0.9924 0.9968 0.9971

Synthetic
HG 4

JS 0.7105 0.7109 0.7386 0.6291 0.7353 0.8034
DSC 0.8308 0.8310 0.8497 0.7723 0.8475 0.8910
Sensitivity 0.9529 0.9258 0.9194 0.9997 0.9898 0.9422
Specificity 0.9827 0.9846 0.9876 0.9701 0.9824 0.9912

Synthetic
HG 13

JS 0.7638 0.7403 0.7461 0.8888 0.8959 0.8992
DSC 0.8660 0.8507 0.8546 0.9411 0.9451 0.9469
Sensitivity 0.7765 0.7508 0.7466 0.9752 0.9086 0.9162
Specificity 0.9989 0.9990 0.9999 0.9935 0.9990 0.9987

Synthetic
HG 20

JS 0.5466 0.5510 0.6564 0.5993 0.6740 0.7135
DSC 0.7068 0.7105 0.7925 0.7495 0.8053 0.8328
Sensitivity 0.9990 0.9987 0.9960 0.9930 0.9648 0.9721
Specificity 0.9601 0.9608 0.9751 0.9683 0.9792 0.9825

Results in bold represent the best values

Table 3 Average and standard deviation of quantitative metrics (mean ± std) and average of computation time
(in seconds) for both Figs. 10 and 11 (BRATS 2013)

Methods JS DSC Sensitivity Specificity Time

LCV [28] 0.6621 ± 0.1101 0.7920 ± 0.0806 0.9456 ± 0.0700 0.9842 ± 0.0120 15.85
LMS [28] 0.7062 ± 0.0843 0.8252 ± 0.0601 0.9351 ± 0.0781 0.9872 ± 0.0121 16.19
LACM-BIC [19] 0.8008 ± 0.0806 0.8874 ± 0.0512 0.8813 ± 0.0799 0.9948 ± 0.0090 15.25
LPFAC [15] 0.7249 ± 0.0942 0.8375 ± 0.0627 0.9886 ± 0.0095 0.9855 ± 0.0105 13.5
ELPFAC 0.8258 ± 0.0787 0.9023 ± 0.0495 0.9298 ± 0.0394 0.9940 ± 0.0082 14.87
SP-ELPFAC 0.8440 ± 0.0598 0.9144 ± 0.0368 0.9211 ± 0.0360 0.9957 ± 0.0060 7.75

Results in bold represent the best values
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To have a fair comparison, since Otsu thresholding algorithm has a better performance on
SPs rather than pixels (which is mentioned in Section 4.2.1 and illustrated in Fig. 8 (b)), we
used the same and manual initial contour (for the tumor region) for all the ACMs. Parameters
of the LCV, LMS, and LACM-BIC are set as what is assumed in [19]. The localization
parameter, r, is set to r = 25 for the LPFAC and the pixel-based ELPFAC models while one
neighboring SPs (equivalent to rSP − based = 1) in the local mask is assumed for the SP-based
ELPFAC model. It should be noted that since different brain MR images contain different
amounts of noise, artifact, and inhomogeneity, the unfit initialization is probable. On the other
hand, the pixel-based ELPFAC model similar to other pixel-based models is sensitive to noise
and inhomogeneity of MR images. Thus, the best range for the localization parameter which
can be appropriate for the most images is r≥ 25 whereas in the SP-ELPFAC model, due to the

Initialization Ground Truth LACM-BIC LPFAC ELPFAC SP-ELPFAC

Fig. 12 Segmentation results of four real images (BRATS 2019): (from left to right) the initial contour, the
ground truth, the LACM-BIC, the LPFAC, the ELPFAC and the SP-ELFAC

Table 4 Average and standard deviation of quantitative metrics (mean ± std) and average of computation time
(in seconds) for Fig. 12 (BRATS 2019)

Methods JS DSC Sensitivity Specificity Time

LACM-BIC [19] 0.7726 ± 0.1403 0.8665 ± 0.0883 0.7947 ± 0.1593 0.9988 ± 0.0015 14.73
LPFAC [15] 0.7059 ± 0.1854 0.8159 ± 0.1426 0.9827 ± 0.0207 0.9898 ± 0.0030 12.56
ELPFAC 0.8554 ± 0.0702 0.9209 ± 0.0403 0.9092 ± 0.0958 0.9987 ± 0.0009 13.34
SP-ELPFAC 0.8783 ± 0.0565 0.9345 ± 0.0311 0.9302 ± 0.0652 0.9988 ± 0.0009 7.19

Results in bold represent the best values
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use of more local information, we can assume more delicate localization parameter (r = 10) for
the pixel-based process by the time the SP-based ELPFAC has stopped.

Quantitative evaluation results of both Figs. 10 and 11 are shown in Table 2. As can be
observed, the LACM-BIC, ELPFAC, and SP-ELPFAC have the best results because of
considering dark areas in their computations. Moreover, since the SP-ELPFAC model utilizes
fuzzy logic and advantages of both SP-based and pixel-based processing, it outperforms the
other ACMs as it can be seen even from the qualitative results in Figs. 10 and 11. To make the
advantages more clear, the average and standard deviation of the four metrics in addition to the
average of the time processing per image for the proposed model and the comparative models
are presented in Table 3. Results show that the SP-ELPFAC model has the best performance
with JS = 0.8440, DSC = 0.9144, and Specificity = 0.9957. Although the Sensitivity of the
proposed model has not the highest value, since assuming the entire image as tumorous tissue
leads to the highest value of the Sensitivity, we cannot evaluate the performance of a
segmentation method without considering other metrics. The SP-ELPFAC has also the lowest
standard deviation for JS, DSC, and Specificity among the comparative models and it shows
the robustness and reliability of the proposed model. Furthermore, as can be seen in Table 3,
the SP-ELPFAC has the smallest computation time in addition to the most accuracy and
undoubtedly it can be a prominent advantage for BTS in consecutive slices of a 3D volume.

Figure 12 shows another evaluation of the proposed methods on four real images selected
from BRATS 2019 dataset. The proposed approaches are compared with those ACMs that had
better performances in Table 3. As can be seen in Table 4 which contains the quantitive results
of Fig. 12, the proposed ELPFAC and SP-ELPAC approaches still have competitive results
compared to the best ACM methods.

4.5 Comparision with the other state-of-the-art methods

Table 5 shows the quantitative comparison of SP-ELPFAC against some other state-of-the-art
approaches on real images of the BRATS 2013 dataset while Table 6 is based on selected methods
of Table 5whose results were available for synthetic brain images in the same dataset. In Table 7, the

Table 5 Comparison with state-of-the-art methods using BRATS 2013 dataset for real images

Methods Real

HG LG

JS DSC Sensitivity JS DSC Sensitivity

Cordier [12] – 0.79 ± 0.17 – – 0.76 ± 0.18 –
Meier [31] 0.68 ± 0.15 0.80 ± 0.12 0.86 ± 0.13 0.63 ± 0.13 0.76 ± 0.10 0.84 ± 0.14
Zhao [55] – 0.83 ± 0.10 0.84 ± 0.13 – 0.83 ± 0.09 0.82 ± 0.13
Festa [16] 0.72 ± 0.12 0.83 ± 0.08 0.80 ± 0.13 0.58 ± 0.19 0.72 ± 0.17 0.78 ± 0.22
Abbasi [1] 0.73 ± 0.14 0.84 ± 0.10 – 0.66 ± 0.14 0.79 ± 0.11 –
Amirmoezzi [4] – 0.81 ± 0.10 0.84 ± 0.10 – 0.80 ± 0.10 0.89 ± 0.09
Soltaninejad [42] – 0.88 ± 0.05 0.88 ± 0.05 – 0.88 ± 0.05 0.88 ± 0.05
Usman [47] 0.79 ± 0.12 0.88 ± 0.08 0.95 ± 0.03 0.69 ± 0.08 0.81 ± 0.09 0.87 ± 0.04
Chithra [11] – 0.91 0.88 – 0.87 0.87
SP-ELPFAC 0.81 ± 0.08 0.89 ± 0.05 0.88 ± 0.07 0.80 ± 0.07 0.88 ± 0.05 0.87 ± 0.07

Results in bold represent the best values

- indicates absence of the corresponding data
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total result of the proposed method is compared with the methods mentioned in [17, 22] which
reported their results in total for both real and synthetic images. The results illustrate the feasibility of
the proposed method on both synthetic and real images. Moreover, for the real clinical images, the
proposed method overcomes the others in most cases. In total, comparing the results in Tables 5, 6,
and 7 shows that although none of the methods can outperform the others in all metrics and in both
HG and LG cases, the proposed method has acceptable and competitive performance in both HG
and LG cases and also in heterogeneous synthetic images.

5 Conclusion

In this paper, we proposed a new method that utilizes an extended localized fuzzy ACM to
segment brain tumors in MR images. Compared to the previous ones, the proposed fuzzy
ACM provides a separate class for dark tissues and the other dark parts of brain MR images, so
that it leads to better performance in cases where there are large amounts of dark regions.
Moreover, to preserve the accuracy along with reducing the computational time, the segmen-
tation process begins based on SPs and ends based on pixels and consequently, it makes the
method more appropriate for BTS in consecutive slices of 3D MR volume data. On the other
hand, experimental results show that utilizing SPs helps to have a better initialization and also
makes the method more robust against the location of the initial contour and size of the
localization parameter, r. Finally, Comparative experiments on the BRATS 2013 and 2019
datasets have demonstrated the advantages of the proposed BTS method over other related
methods. It should be noted that the extended fuzzy energy function of the proposed ACM

Table 6 Comparison with state-of-the-art methods using BRATS 2013 dataset for synthetic images

Methods Synthetic

HG LG

JS DSC Sensitivity JS DSC Sensitivity

Cordier [12] – 0.84 ± 0.08 – – 0.83 ± 0.04 –
Abbasi [1] 0.87 ± 0.06 0.93 ± 0.04 – 0.82 ± 0.04 0.90 ± 0.02 –
Amirmoezzi [4] – 0.88 ± 0.05 0.90 ± 0.09 – 0.85 ± 0.04 0.98 ± 0.02
Chithra [11] – 0.89 0.89 – 0.88 0.84
SP-ELPFAC 0.86 ± 0.05 0.92 ± 0.03 0.96 ± 0.04 0.81 ± 0.04 0.90 ± 0.02 0.97 ± 0.03

Results in bold represent the best values

- indicates absence of the corresponding data

Table 7 Comparison with state-of-the-art methods which reported their results in total (for both real and
synthetic images) using BRATS 2013 dataset

Methods JS DSC Sensitivity

Jiang [22] 0.74 ± 0.14 0.85± 0.09 0.87 ± 0.08
Ibrahim [17] 0.78 0.88 0.95
SP-ELPFAC 0.82 ± 0.06 0.90 ± 0.03 0.93 ± 0.05

Results in bold represent the best values

- indicates absence of the corresponding data

8854 Multimedia Tools and Applications (2021) 80:8835–8859



makes it able to be used in other modalities as well, such as computed tomography scans and
ultrasounds which also have considerable dark areas.

Optimizing the proposed method and extending the developed method to accurately
segment different tissues of brain tumors is another idea that this potential is currently under
consideration in our research efforts.

Appendix

This appendix contains the proof of energy differences (16) used by the proposed
algorithm. Let us Consider a pixel, P, with intensity value I(P) and membership degrees
uo1 and uo2 . If we calculate the new membership degrees un1 and un2 using (15) for the
point P and change its old membership degrees to the new values, the values of vi, i =
1,2,3 will be changed to new ones: evi; i = 1,2,3. The new values of vi, i = 1,2,3 can be
calculated as:

evi xð Þ ¼ ∫ΩyW x; yð Þ:ui yð Þm I yð Þ dy
∫ΩyW x; yð Þ:ui yð Þm dy

¼ ∑Ωy
W x; yð Þ: ui yð Þ½ �mI yð Þ þ uni

m I Pð Þ−uoim I Pð Þð Þ
∑Ωy

W x; yð Þ: ui yð Þ½ �m þ unim−uoimð Þ

¼ si xð Þ vi xð Þ þ I Pð Þ uni
m−uoimð Þ

si xð Þ þ unim−uoimð Þ ¼ vi xð Þ si xð Þ þ uni
m−uoimð Þ−vi xð Þ uni

m− uoi
mð Þ þ I Pð Þ uni

m− uoi
mð Þ

si xð Þ þ unim− uoimð Þ

¼ vi xð Þ þ uni
m−uoim

si xð Þ þ unim− uoimð Þ I Pð Þ−vi xð Þð Þ

ð21Þ

where si xð Þ ¼ ∑Ωy
W x; yð Þ: ui yð Þ½ � m; i ¼ 1; 2. In a similar way, it is proven that the new ev3 is

given by:

ev3 xð Þ ¼ v3 xð Þ þ 1−un1−un2ð Þm− 1−uo1−uo2ð Þm
s3 xð Þ þ 1−un1−un2ð Þm− 1−uo1−uo2ð Þm I Pð Þ−v3 xð Þð Þ ð22Þ

where s3 xð Þ ¼ ∑Ωy
W x; yð Þ: 1−u1 yð Þ−u2 yð Þ½ � m.

Thus, the changed values Δvi ¼ evi−vi for the point P can be easily computed using
formulation (21) for i = 1, 2 and (22) for i = 3. Furthermore, changing the
membership degrees of point P to the new values will lead to a change in the model

energy. Assuming that the new energy is denoted by eF:

(23)
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We will separately examine eA1 and eB1 to formulate our result. Therefore,

eA1 ¼ ∑Ωy
W x; yð Þ: eui yð Þ

h im
I yð Þ−evi xð Þ
� 	2

¼ ∑Ωy
W x; yð Þ ui yð Þ½ �m I yð Þ−evi xð Þ

� 	2
þ uni

m−u0i
mð Þ I Pð Þ−evi xð Þ
� 	2
 �

ð24Þ

By substituting (21) into (24), we obtain following equation:

eA1 ¼ ∑
Ωy

W x; yð Þ: ui yð Þ½ �m I yð Þ−vi xð Þ− uni
m−u0i m

si xð Þ þ unim−u0i mð Þ I Pð Þ−vi xð Þð Þ
� �2

þ uni
m−u0i

mð Þ I Pð Þ−vi xð Þ− uni
m−u0i m

si xð Þ þ unim−u0i mð Þ
� �2

" #

¼ ∑
Ωy

W x; yð Þ: ui yð Þ½ �m I yð Þ−vi xð Þð Þ2 þ uni
m−u0i m

si xð Þ þ unim−u0i mð Þ
� �2

I Pð Þ−vi xð Þð Þ2−2 I yð Þ−vi xð Þð Þ uni
m−u0i m

si xð Þ þ unim−u0i mð Þ
� �

I Pð Þ−vi xð Þð Þ
" #" #

þ ∑
Ωy

W x; yð Þ: uni
m−u0i

mð Þ I Pð Þ−vi xð Þð Þ2 si xð Þ½ �2
si xð Þ þ unim−u0i mð Þð Þ2

" #
¼ A1 þ si xð Þ uni

m−u0i m

si xð Þ þ unim−u0i mð Þ I Pð Þ−vi xð Þð Þ
� �2

−2 si xð Þvi xð Þ−si xð Þvi xð Þð Þ uni
m−u0i m

si xð Þ þ unim−u0i mð Þ
� �

I Pð Þ−vi xð Þð Þ þ uni
m−u0i

mð Þ si xð Þ I Pð Þ−vi xð Þð Þ
si xð Þ þ unim−u0i mð Þ
� �2

¼ A1 þ si xð Þ uni
m−u0i

mð Þ I Pð Þ−vi xð Þ
si xð Þ þ unim−u0i mð Þ
� �2

uni
m−u0i

mð Þ þ si xð Þ½ � ¼ A1 þ si xð Þ uni
m−u0i m

si xð Þ þ unim−u0i m

� �
I Pð Þ−vi xð Þð Þ2

ð25Þ

For the image domain Ωx:

eA ¼ ∑
Ωx

eA1 ¼ ∑
Ωx

A1 þ si xð Þ uni
m−u0i m

si þ unim−u0i m

� �
I Pð Þ−vi xð Þð Þ2

� �

¼ Aþ ∑
Ωx

si xð Þ uni
m−u0i m

si xð Þ þ unim−u0i m

� �
I Pð Þ−vi xð Þð Þ2

� �
ð26Þ

In a similar way, it can be shown that:

eB ¼ Bþ ∑
Ωx

s3 xð Þ 1−un1−un2ð Þm− 1−u01−u02ð Þm
si xð Þ þ 1−un1−un2ð Þm− 1−u01−u02ð Þm
� �

I Pð Þ−vi xð Þð Þ2
� �

ð27Þ

Combining (23), (26) and (27), the new total energy functional is given by

eF ¼ ∑
2

i¼1
Aþ ∑

Ωx

si xð Þ uni
m−u0i m

si xð Þ þ unim−u0i m

� �
I Pð Þ−vi xð Þð Þ2

� � !
þ B

þ ∑
Ωx

s3 xð Þ 1−un1−un2ð Þm− 1−u01−u02ð Þm
s3 xð Þ þ 1−un1−un2ð Þm− 1−u01−u02ð Þm
� �

I Pð Þ−vi xð Þð Þ2
� �eF

¼ F þ ∑
2

i¼1
∑
Ωx

si xð Þ uni
m−u0i m

si xð Þ þ unim−u0i m

� �
I Pð Þ−vi xð Þð Þ2

� �

þ ∑
Ωx

s3 xð Þ 1−un1−un2ð Þm− 1−u01−u02ð Þm
si xð Þ þ 1−un1−un2ð Þm− 1−u01−u02ð Þm
� �

I Pð Þ−við Þ2
� �

ð28Þ
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Therefore,

ΔF ¼ eF−F ¼ ∑
2

i¼1
∑
Ωx

si xð Þ uni
m−u0i m

si xð Þ þ unim−u0i m

� �
I Pð Þ−vi xð Þð Þ2

� �

þ ∑
Ωx

s3 xð Þ 1−un1−un2ð Þm− 1−u01−u02ð Þm
s3 xð Þ þ 1−un1−un2ð Þm− 1−u01−u02ð Þm
� �

I Pð Þ−vi xð Þð Þ2
� �

ð29Þ
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