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Abstract
The abnormal growth of skin cells often leads to skin cancer due to the exposure of
skin cells to the sun. The skin disease is primarily caused by bacteria, fungus,
viruses, UV radiation, and chemical substances. Generally, clinicians have been a
trouble to categorize melanoma, seborrheic keratosis and lupus Erythematosus
diseases due to the resemblance in the features of pigmented diseases. The paper
presents an integrated approach for detecting the skin lesion from the dermoscopic
images. The proposed integrated cumulative level difference mean (CLDM) based
modified ABCD features and Support vector machine (SVM) have used for the
detection and classification of skin lesion images. The proposed modified ABCD
features employed for extracting the skin features like shape, size, color, and texture
from the skin lesion images. Prior to the classification method, the Eigenvector
Centrality feature ranking and selection (ECFS) method has utilized for better
classification. After the feature selection method, a skin lesion image is classified
by the Support vector machine (SVM). The performance of segmentation has been
assessed by evaluating the Jaccard Similarity Index (JSI), Dice similarity coefficient
(DSC), sensitivity, specificity, and accuracy. The proposed SVM method classifies
the three skin lesion classes and produces excellent classification results with the
classification accuracy is 97%, specificity is 98%, sensitivity is 97%, JSI is 97% and
DSC is 98% for melanoma, seborrheic keratosis, and lupus Erythematosus respec-
tively. The proposed approach classifies the three skin lesion classes (melanoma,
seborrheic keratosis and lupus Erythematosus) with high accuracy. The integrated
method not only enhances the accuracy level but also delivers significant informa-
tion for better classification.
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1 Introduction

The human skin engages different responsibilities to protect the body from external attack.
Skin delivers strong protection and performs as an obstacle against ultraviolet radiation,
viruses, bacteria, and dangerous chemicals. Generally, individual skin has epidermal and
dermal layers. Also, it shields the body from mechanical stress as well as strain. Skin diseases
have commonly induced by microscopic organisms like bacteria, viruses, fungus, and danger-
ous chemicals. According to the survey, different types of skin diseases acquire worldwide
every year [26]. An unrestrained increase of skin diseases can be injurious to health; therefore,
suitable medicine is significant, and also transmittable diseases can confirm to be most
hazardous hence required protections to be taken for avoiding the diseases.

Skin lesions like Actinic Keratosis (AK), Rosacea (ROS), Seborrheic Keratosis (SK),
Lupus Erythematosus (LE), Squamous Cell Carcinoma (SCC) and Basal Cell Carcinoma
(BCC) are some examples of benign or malignant lesions. Skin cancers are the malignant
lesions which divide the cells rapidly and spread to other regions of the body parts [28]. BCC
and SCC are usually familiar types of skin cancer, and these diseases are non-melanoma skin
cancer [41]. The most fatal sort of skin tumor is melanoma, which spread the cells rapidly to
other regions hence very risky to cure this disease. Based on the research, the death rate can be
decreased by 90% if the skin tumor is detected by an earlier period. Early-phase detection is
helpful to survive the patient from malignant lesions [11, 19].

In worldwide, there is a lack of dermatologists; thus, the circumstances have further
weakened. In this situation, the imaging process acts as a vital function in the rapid
resolution creating during the detection of skin lesions [43]. The medical imaging has
utilized for providing internal organ information concealed by the skin and also used to
detect and treat disease [27]. Dermatologist supports the identification of skin injury on
the visual evaluation of the skin. Moreover, computer-aided treatment has helpful for
collecting information from skin imagery and also human visualization reduces the
accuracy level [17]. Dermatoscopy has a non-invasive method to provide a complete
observation of the skin lesions. The most extensively agreed diagnosticated method
utilized for earlier identification of melanoma which is mainly a fatal type of skin cancer.
Dermoscopy images encompass immense possible for the earlier identification of skin
diseases. However, once the ailment has detected at an earlier period, effectual healing
treatment can be done to cure the diseases [25].

Various machine learning algorithms has extensively used in the medical image processing
area for the intention of skin lesion classification and feature extraction method. These
methods have used for assessing a different variety of skin lesions at an earlier period,
followed by analyzing the diverse nature of the lesions. Several classification algorithms are
employed in this study to classify skin lesions based on skin color, texture, and skin types.
Consequently, the identification and classification of skin lesions have significant for the
diagnosis of skin diseases. In recent years, evolutionary methods have been achieved better
performance in computer vision applications [1, 30, 34, 35, 36, 38, 39, 40].

In this research, the main intention is to the classification of three skin lesion classes
that are melanoma, seborrheic keratosis and lupus Erythematosus precisely. For feature
extraction, the CLDM based modified ABCD features has established to extract the skin
lesion features like shape, color, size and texture from the dermoscopy images. Then, to
select the skin lesion features, the ECFS method have employed. After the feature
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ranking and selection method, the skin lesions have classified by SVM. The proposed
SVM method provides improved classification results with better accuracy.

The major contributions of the research paper have illustrated as follows.

& A novel CLDM based modified ABCD feature extraction technique has proposed for
extracting the skin lesion features.

& We proposed the SVM classification method to categorize the three skin lesion classes,
such as seborrheic keratosis, melanoma, and lupus Erythematosus, with better
performance.

This paper is structured as follows: The existing techniques for detection and classification of
skin lesion have given in Section 2. The proposed methodology of skin lesion detection and
classification `has illustrated in Section 3. The results and discussion for the classification of
skin lesions have explained in Section 4. At last, the research paper has completed in Section 5.

2 Related work

In the past few decades, many researchers have proposed various methods to solve different
problems of skin lesions feature extraction and classifications in Table 1.

In [10], Chatterjee S et al. have presented the multi-label ensemble multiclass skin lesion
classifier method for the detection of skin lesions such as BCC, melanoma, nevus, and SK.
However, the overall performances of skin lesion classification become low. Munshi S et al.
[9] discussed the Gray level co-occurrence matrix (GLCM) based fractal-based regional
texture analysis (FRTA) method for the feature extraction techniques of skin lesions. A
multiclass classification technique has used in this research for skin lesion classifying strategy,
but this method impedes the speed of the computation. Lu, Juan, et al. [22] described a Gabor
method and SVM based MRF classification process for the removal of skin features and the
categorization of skin diseases. In this study overall performances of sensitivity, specificity and
accuracy obtained very low. Some researchers have presented various methods for the
isolation of epidermal and melanocytic skin diseases. GMM based Mahalanobis classifier
utilized for the skin lesion classification strategy has been presented by Gupta C et al. [14]. In
this work, eleven different classes of skin lesions have considered as examinations. However,
it is complicated to spot the skin lesion hence further utilized effective classification method-
ology. Wu, Zhe et al. [42] developed a method called the Convolutional neural network
(CNN) for anomaly classification. In this work, six different types of skin lesion namely
rosacea (ROS), seborrheic keratosis (SK), Squamous cell carcinoma (SCC), lupus erythema-
tosus (LE), basal cell carcinoma (BCC), and actinic keratosis (AK) have classified for skin
lesion investigation purposes. The performance obtained by these respective feature-based
approach methods is low. Parekh R [2] introduced the GLCM and WDM method for feature
extraction. The literature analyzed on skin diseases focuses that various schemes like neural
network Multilayer Perceptron (MLP) classifier can be used for classifying the skin lesions for
diagnosing purposes. However, the accuracy is stumpy in feature extraction methodology.

Alcon, Jose Fernandez et al. [12] applied the ABCD rule of dermatoscopy algorithm for
removing features like asymmetry, border, color, and differential structures of skin lesion
images and Bayesian Network (BN) modeling classifier for classifying the skin diseases. Thus
the efficiency, sensitivity, and specificity obtained by this lesion classifier method become low.
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Local binary pattern (LBP) and SVM classifiers have applied for skin lesions feature extraction
and classifying techniques have been proposed by Khan, Muhammad Qasim et al. [18]. In this
work SVM is a supervised learning technique that has generally applied for classification
purposes. This SVM classifies two classes using a hyperplane. Bodasingi N and Balaji N [7]
have discussed a method called feed-forward neural network (FFNN) based SVM for precise
and computationally effectual disease categorization from the dermoscopic images. However,
the overall accuracy is less in classifying images. Valavanis I, et al. [37] have widely described
a k-nearest neighbor (KNN) classifier for classification of two types of skin lesion namely
malignant and benign dependent on skin color, texture, and shape. Using this method low
classification performance has been achieved. Barata, Catarina et al. [6] have discussed three
types of classifiers namely AdaBoost classifier, SVM and KNN classifier for precise classi-
fication from dermoscopy images. The main benefit of this work is that it highlights the
evaluation of local and global characteristics for the widespread extraction of the feature with
the making of excellent outcomes for both the evaluation. By this research, specificity obtained
very low in the skin lesion classifier method. Sarkar R, Chatterjee C.C et al. [31] have
described the Gradient weighted class activation maps (GRAD-CAM) and deep depth wise
separable residual Convolutional network model have reliant on the texture and color descrip-
tion acquired from the skin disease imagery, which progresses the accuracy level. Thus this
model is difficult to classify the three classes of skin lesions, namely BCC, SCC, and AK.

Akram et al. [3] proposed deep models for feature extraction. Further, the convolutional
neural network (CNN) is used to classify the skin lesion from image. The dimensionality
reduction process with entropy controlled Discriminant feature selection model effectively
segment and select the relevant features with lower dimensionality. The performance efficien-
cy is evaluated using different dermoscopic datasets such as ISIC UDA, ISIC MSK and PH2

with various experimental analyses. This method reduces the time complexity during exper-
imental analysis. The ensemble of deep convolutional neural network (DCNN) was proposed
by Balazs Harangi [16] to enhance the classification accuracy. Here, the DCNN classifies three
classes of skin diseases namely Seborrheic keratosis, nevus and Melanoma. The outcomes of
classification layers of four different deep neural network structures are fused to accomplish
higher classification accuracy. The U-net algorithm based convolutional neural network
(CNN) was suggested by Seeja et al. [33] to segment the skin lesion images. The gabor
method, histogram oriented gradients (HOG), edge histogram (EH) and local binary pattern
(LBP) to extract the shape, color and texture features. The Benign lesions or melanoma based
its classification is performed via Support Vector Machine (SVM).

3 Proposed approach

In this work, skin lesions images have identified and classified based on processes like
preprocessing, segmentation, feature extraction, and image classification which has illustrated
in Fig. 1. Moreover, the attention has been on the detection and classification of three skin
diseases, namely melanoma, seborrheic keratosis (SK), Lupus Erythematosus (LE) precisely.

3.1 Preprocessing

The skin images are frequently prone to noise primarily due to hair and very bad light
intensity. The preprocessing method has been engaged for noise and artifacts elimination of
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image and also maintains improved generality skills. Colour consistency, normalization, and
elimination of noise and hair removal are the three steps of the preprocessing method.

& Colour consistency

The medical images used in this work have achieved using different dermoscopy with diverse
illumination conditions. The color alteration obtained in the image because of irregular light
intensity is being rectified and normalized utilizing the gray world constancy method. The
method evaluated the color image under unfamiliar illumination source and evaluated the
average gray range of red (R), green (G), blue (B) co-ordinates [5].

& Normalization

The normalization method alters the range of pixel intensity values. The medical images have
collected from different sources for this study. After the color consistency step, we use the
normalization method to enhance the dynamic range and image intensity value. At this point, the
measured average RGB values have subtracted from the entire training and test image dataset [20].

& Elimination of Noise and hair removal

The noise elimination and hair artifacts removal have an important procedure for a precise
diagnosis of skin lesions before employing segmentation or feature extraction methods. The
outcome of segmentation obtains imprecise results due to some artifacts present in the image.
The Gaussian filter has utilized to eliminate the noise during the acquisition procedure. The

Fig. 1 Block diagram of proposed skin disease classification
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thick hair removal is a difficult task because it creates few hair shades in the image. The
subsistence of hair shade produces various unwanted expansion of the lesion region. Therefore
the image segmentation structure is altered [21]. Some morphological operations employed for
the detection and removal of hair from the skin disease area.

Various filtering and thresholding methods have used for the purpose of hair removal. But this
method is challenging because of imprecise detection, and information gets lost in the lesion
region. The accurate choice of the structuring element (SE) such as size and shape guarantee the
removal of proper object from the skin lesion area. The hair and other object from the lesion area
have removed by themorphological operations.Morphological bottom hat filtering is employed if
the skin area is darker than their other parts [8]. The circular structuring element is significant to
remove the hair from the lesion area having a diameter based on the breadth of the hair. The kernel
diameter is vital for the elimination of hair shade from the image. The thickness of the hair has
evaluated by the ratio of the length of minor and major axis length. The SE has a diameter of four
pixels distance effectively eliminates the thin hairs and SE having diameter six pixels distance or
eight pixels distance remove thick hairs do not have any hair shade in the original image. Based on
the size of the SE, the thin and thick hairs removed effectively.

3.2 Segmentation and border detection

After preprocessing, the segmentation method has employed to segment the skin lesion. Generally,
the image segmentation has a difficult task to segment the skin lesion area as a result of alteration and
intricacy of skin disease. In the present work, the size of SE has been selected based on the
performance of segmentation. The SE uses a circular kernel for morphological closing operations
because the majority of skin diseases have a circular shape. The accurate skin lesion region has
acquired while subtracting the closed morphological image and complement of the original gray
image [13]. By using this method, a slight difference among the lesion region and background has
obtained. The segmented skin lesion region has acquired after the morphological closing operation,
and then the range of threshold has been taken by decreasing the image variance. Once acquiring the
probability and histogram, variance, and mean have been estimated for the range of threshold from
minimum to maximum intensity image [3, 24].

The segmented image has covered with a circular binary mask for the elimination of shade
corners. The diameter of the circle has altered in accordance with the major axis length of the
segmented region of the lesion. Moreover, the diameter of the circle is greater than that of the
length of the major axis. Following the creation of this binary circular mask having to alter
location and diameter, this has multiplied by the segmented part. The skin lesion border is
essential for the detection of diseases. For the border detection process, the morphological
gradient method has utilized, but this method expands the lesion edge. In this study SE having
a circular kernel with two pixels diameters initially erodes the segmented image. Afterward,
the difference value is obtained from the original segmented image and the eroded image. This
technique finds the pixel place where the maximum alters in intensity has occurred.

3.3 Feature extraction

Skin lesions are extracted based on their features like shape, texture, and color after the
segmentation and border detection method. In this work, we use modified ABCD features
and novel cumulative level differences mean (CLDM) based on GLDM for the feature
extraction method.
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3.3.1 Modified ABCD feature vector [41]

The novel ABCD method examines the asymmetry (A), border (B), color (C), Differential
structures (D) have mainly utilized for the analysis of skin lesion by a dermatologist. The
asymmetry index has computed by obtaining the entire area of the segmented binary mask and
located the centroid on the lesion. By using the centroid, we split the lesion region into the
upper and lower part along with the right and left part. The upper and lower halves area has
differentiated ΔR1by employing an XOR method. The ratio R1 among the area difference
ΔR1and then the entire area has computed. The right and left halves have used to compute the
ratio R2. The average R1 and R2 are the asymmetry index R which has specified in the below
equation.

R ¼ R1 þ R2

2
� 100 ð1Þ

The various actions that have employed for computing border irregularity like compact index,
fractal index, edge abruptness, and color variation, which have explained below.

& Compact index (CI): The compact index is significant to find the border irregularity of skin
lesions. The CI has computed as follows,

CI ¼ LP2

4ΠR
ð2Þ

Where LP is the perimeter of skin lesion, and R is the entire area.

& Fractal dimension: Fractal dimension (FD) is difficult patterns that are estimating
how the particulars vary with the scale. This process used the box-counting
method in which the edge of the lesion has found and then enclosed by the grid
following that the different occupied boxes in the grid are enumerated. This
method has repetitive by utilizing an advance grid with tiny boxes until getting
the correct fractal pattern. The fractal dimension is employed to get the accurate
fractal pattern, which has given in the below equation.

FD ¼ logE
logF

ð3Þ

Where E denotes the tiny number of boxes that enclosed the edge line and F denotes the
inverse side length of the tiny box.

& Edge abruptness (EA): The radial distance variation is known as the edge abruptness. This
edge abruptness is distinct where a skin lesion having uneven borders have diverse radial
distance; however, which explains the distance among the centroid to the perimeter. This
EA has computed by the subsequent procedure.
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Step 1 Find the binary skin lesion centroid.
1 By employing a convolutional 2d filter, we scan the image; this helps to find the points on

the perimeter of the lesion.
2 Compute the radial distance (RD) for every point which has specified in the below

equation,

RD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l−cað Þ2 þ m−cbð Þ2

q
ð4Þ

Where ca and cb are the centroid coordinates a and b, and l and m are the coordinates of points
on the perimeter of the lesion.

Step 4 Compute the edge abruptness by using the mean radial distance.

& Color variation: The variation of color has estimated by employing an RGB coordi-
nate. The color variation reveals whether any change among the skin lesion and
nearby skin is vanishing gradually, and sudden alteration has indicated as a warning.
The color transition has computed by the mean(Qm) and variance (Qv) of the lumi-
nance gradient on the lesion border, which takes place for conversion of RGB
segmented lesion into hue, saturation, and value (HSV) method.

Initially, to compute the color transition of skin lesion, convert the RGB segmented lesion into
the HSV model. Next, the flags that match every color utilized to signify their existence. At
last, every image flag has calculated that signifies the present color, and also the diameter has
estimated by calculating each pixel of the minor axis length of the segmented skin lesion.

3.3.2 Novel cumulative level difference means

Gray level difference mean (GLDM) textures have computed by utilizing the two separated
pixels of gray level difference by displacement D. Suppose an image I(a, b), separation vector,
D = (Δa,Δb) and then a gray level difference is GD(a, b) = ∣G(a, b) −G(a +Δa, b +Δb)∣.

The probability density function of a gray level difference g with separation vector D has
considered as follows,

P
g
D

� �
¼ probability GD a; bð Þ ¼ g½ � ð5Þ

The possibilities of the separation vector D are (0, s), (s, 0), (−s, −s), (−s, s), which denotes
vertical axis, horizontal axis and two separations for diagonal where s is the inter-sample

distance. Generally, few texture methods have measured P g
D

� �
as contrast, energy, angular

second moment. The cumulative level differences mean (CLDM) is proposed in this method
for extracting the texture features. Let us imagine L probable level difference ranges among a
pixel pair; the CLDM has evaluated as follows [16].

Step 1 Initially count the probable level difference range appeared in the image for a given
inter-sample distance s. The definite counts of level difference have indicated as Kn

because the pixel-pair detached by a distance s that contains a gray level difference n.
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The probable level difference counts have specified to{K0,K1,K2, .. ………,KL − 1},
where L = 256 for the intensity of the image.

1 Calculate the cumulative sum for the level difference counts, which has given by {K0,K0 +
K1,K0 +K1 +K2,………K0 + . …… +KL − 1}. This step explains the related level differ-
ence which is the sum of its counts and previous level difference counts.

2 The mean of the CLDM is evaluated by

CLDM ¼ K0 þ K0 þ K1 þ K0 þ K1 þ K2 þ :………þ K0 þ :………þ KL−1

L
ð6Þ

¼ L:K0 þ L−1ð ÞK1 þ L−2ð ÞK2 þ ::……þ KL−1

L
ð7Þ

¼ ∑
L−1

n¼0

L−nð ÞKn

L
ð8Þ

¼ K0 þ L−1ð ÞK1

L
þ L−2ð ÞK2

L
þ :……þ KL−1

L
ð9Þ

The CLDM has shown in Eq. (9), which denotes the texture resemblance of a certain lesion.
Here K0 represents the number of counts at which two-pixel pairs separated by a distance s.
Moreover, to improve the texture features the higher-level differences have added but with
diverse weights in relation to the level difference range were included for assuring that this
feature looks like texture resemblance [2]. Some sets of features utilized for classifying a few
classes, but it cannot be effectual for another class. Furthermore cannot get improved classi-
fication if the higher number of extracted features. Hence, the feature ranking and selection
method are important for selecting the features.

3.4 Feature ranking and selection

Feature ranking is a method for selecting the diverse extracted features to find the important
features to be utilized in the classification method. This method gives better classification
accurateness and minimizes the errors [23]. Moreover, minimizing the feature space dimen-
sionality would minimize the difficulty of classification, timing of feature extraction, training
and testing time, and also storage space used by the classification method. The Eigen-vector
Centrality feature ranking and selection (ECFS) has employed in this study to rank each
feature as a grade.

Step 1 An undirected graph has drawn wherein every node or vertex signifies an assured
feature. Following the edges between the features will be evaluated. The set of
features F = {f(1), .…, f(h)} where h represents the total feature. Here initially evaluate
the ranking grade, then create an undirected graph G = {V, W} where V denotes the
vertices, and W indicates the weighted edges among features. The adjacent matrix M
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related with G is a {h × h} matrix containing the pair-wise possible elements cjk
where 1 ≤ j, k ≤ h explains among every feature pair-wise weighted edges and pair-
wise possible elements that can be specified as,

cjk ¼ φ f jð Þ; f kð Þ
� �

ð10Þ

Here φ is the function which denotes the feature grade based on their differential range.

Step 2 Calculate the feature estimation metrics, such as fisher criterion (fc) and mutual
information (mi). By employing fc and mi the kernel N occupies supervised and
unsupervised metrics which has mentioned below,

f c ¼ ∑
k

k¼1

μ j;k−μ j

� �2

σ j
2

;σ j
2 ¼ ∑

k

k¼1
σ j;k
� �2 ð11Þ

Here μj, k and σj, k are the mean and standard deviation that indicating set k in the jth feature
whereas the entire jth feature dataset has μj and σj.

The mutual information (mi) is an important step to estimate every feature. Its samples
specified as u and the known related class labels indicated as v.

mi ¼ ∑v∈V∑U∈t jð ÞP u; vð Þ:log P u; vð Þ
P uð Þ:P vð Þ

� �
ð12Þ

Here P(u, v) is the joint probability distribution. For each feature, we calculate the fisher
criterion and mutual information.

Step 3 The kernel R is a h × h matrix computed by using the dot product.

R ¼ f c:mi
T� � ð13Þ

Step 4 The σ for entire feature pair (j, k) has given by σ(j, k) = max(σ(j), σ(k)). The adjacency
matrix D related to the graph G has constructed as follows,

D ¼ γRþ 1−γð Þσ ð14Þ
Here γis a loading coefficient that has value among 0 and 1. At last, the Eigen-values and
vectors of D have computed, and the ranking vector would be the Eigen-vector together with
the greatest Eigen-values.
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3.5 Image classification using support vector machine

The support vector machine (SVM) is an important image classification method. The major
target of the SVM classification is to find the hyperplane that maximizes the margin among the
two classes. This classifier performs better accuracy and good classification results compared
to other classification methods. Moreover, the SVM evade the trouble of overfitting confronted
the neural networks [44].

In this proposed work, the classifier used to identify and classify the skin lesions. The
accuracy of classification must be better to make sure the correct classification in every step of
the classifier. Here we classify the three skin diseases, namely melanoma, seborrheic keratosis,
and Lupus Erythematosus which has given in Fig. 2.

Fig. 2 Flowchart for Classification of three skin diseases
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The first classifier is being used to discriminate the images of melanoma from other skin
diseases and then consider positive class is a melanoma, and other diseases consider a negative
class. Before the skin lesion classification by employing the SVM selection method, we greatly
discriminate the features of melanoma from other skin deformities. The second classifier is
being used to detach the seborrheic keratoses from lupus Erythematosus. But in the binary
classification phase, categorize the images as seborrheic keratoses and others. Here others
represent the misclassified images of melanoma, seborrheic keratoses, and lupus Erythemato-
sus. Before the classification, another SVM-RFE feature selection method has presented for
better classification accuracy of seborrheic keratoses from Lupus Erythematosus and
misclassified images. In the end, the third classifier has employed for the separation of Lupus
Erythematosus from the other misclassified images. In this study, the SVM classification
method classifies the three skin diseases.

4 Results and discussions

In this proposed work, MATLAB R2017a software on Intel core i5-2410M 2.3 GHz processor has
employed in this implementation work. Consider images of skin lesions from a diverse database
having image sizes varied from 540 × 722 into 4499 × 6748 pixels. Then resize the entire images as
a 512 × 512 pixel. In the classification method, three skin disease classes have trained by utilizing
sample images. For the training stage, consider 80% training samples take 5263 images, for 72%
training samples take 4605 images, for 65% and 55% training samples take 3497, and 3290 images
have used for the training of testing samples. The data augmentationmethod has utilized to decrease
the difficulty of overfitting and data disproportion. The image rotation and shifting techniques have
operated in the data augmentation method. The image is rotated by 900, 1800 and 2700 shifting
operation performed by shifting eight pixels rightwards and leftwards. Tomake sure the data balance
during the training stage of the classification method, the skin lesion class image has been increased
by utilizing the data augmentation method.

4.1 Dataset description

Dermnet Nz database, Xiangya derm dataset, Ham 10,000 dataset, medicine net dataset, PH2

database, Kaggle dataset are some datasets for images of skin lesion. Among these, we have
taken three datasets, which are the Dermnet Nz database, the Xiangya derm dataset, and Ham
10,000 dataset. From these datasets, we have taken three skin diseases namely melanoma,
seborrheic keratosis, and lupus Erythematosus which has depicted in Fig. 3.

Fig. 3 Sample dataset for skin lesion images (a) Melanoma (b) Seborrheic keratosis (c) Lupus Erythematosus
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4.2 Performance measures

The performance of segmentation has been assessed by estimating the accuracy (AC),
specificity (SF), sensitivity (SN), and computing image resemblance indexes such as the
Jaccard similarity index (JSI) and the Dice similarity coefficient (DSC). The performance of
segmentation has been stated in the subsequent formulas.

Accuracy ACð Þ ¼ TP þ TN

TP þ TN þ FP þ FN
ð15Þ

Sensitivity SNð Þ ¼ TP

TP þ FN
ð16Þ

Specificity SFð Þ ¼ TN

TN þ FP
ð17Þ

HereFP,TP,FN, and TN represent pixels of false positive, true positives, false negative, and true
negative. The Jaccard similarity index (JSI) of two sets M and N have stated below,

JSI M ;Nð Þ ¼ jM∩N j
jM∪N j ð18Þ

Here |M| denote the cardinal set M. The JSI has denoted based on FP, FN, and TP which has
given as follows,

JSI M ;Nð Þ ¼ TP
FPþ FN þ TP

ð19Þ

Likewise, the Dice similarity coefficient (DSC) of two sets M and N has stated given below,

DSC M ;Nð Þ ¼ 2*
jM∩N j

jM j þ jN j ð20Þ

Here |M| denote the cardinal set M. The DSC has denoted based on FP, FN, and TP gives as
follows,

DSC M ;Nð Þ ¼ 2*
TP

2*FP þ FN þ TP

� �
ð21Þ

The performance indexes of segmentation have indicated in Table 2. This table indicates three
datasets such as the Dermnet Nz database, the Xiangya derm dataset, and Ham 10,000 dataset.
Then, this table has shown the performance indexes of segmentation for maximum, minimum,
and average values. The performance of segmentation has been measured in terms of
sensitivity, specificity, accuracy, JSI, and DSC.

The mean, entropy, and contrast have been estimated for the texture feature extraction
method, which has depicted given below.
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Mean ¼ 1

V
∑cc:PD cð Þ ð22Þ

Entropy ¼ −∑
c
PD cð Þ:log PD cð Þð Þ ð23Þ

Contrast ¼ ∑
c
c2:PD cð Þ ð24Þ

Here PD(c) is the probability density function of a pixel pair detached by a distance D and c
component is the probability that CD(a, b) would have the value one.

The proposed method comprises preprocessing, segmentation and border detection, feature
extraction, feature ranking, and selection, and image classification method, which have been
used to attain better accurateness for the detection of diverse skin lesion diseases. In the
preprocessing step removal of hair and noise performed, which has summarized in Fig. 4.

After the preprocessing step, the segmentation technique is being employed to segment the
skin lesions. In the segmentation method, segment the skin disease from the dermoscopic
images by the morphological closing operation has used to. Generally, segmentation is the
more difficult process because of its uneven structure. The original images and segmented skin
lesion images have depicted in Fig. 5.

Fig. 4 a Original image b Preprocessing image

Table 2 Performance for segmentation images of melanoma, seborrheic keratosis and lupus Erythematosus of
three datasets

Dataset Values Performances indexes of segmentation

Accuracy Sensitivity Specificity JSI DSC

Dermnet Nz database Minimum 0.952 0.947 0.967 0.958 0.949
Maximum 0.992 0.986 0.983 0.990 0.985
Average 0.966 0.959 0.969 0.974 0.976

Xiangya derm dataset Minimum 0.959 0.950 0.979 0.968 0.965
Maximum 0.991 0.984 0.989 0.984 0.982
Average 0.968 0.965 0.976 0.972 0.981

Ham 10,000 dataset Minimum 0.967 0.965 0.975 0.973 0.987
Maximum 0.993 0.987 0.986 0.989 0.992
Average 0.972 0.962 0.975 0.972 0.987
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After the segmentation process, the feature has extracted by a method called CLDM based
modified ABCD features. Then, the features have selected by the ECFS method and classified the
skin disease classes by means of the SVM algorithm. The performance of skin lesion classification
has depicted in Table 3. Here we have taken three classifiers namely classifier 1, classifier 2, and
classifier 3, with diverse training and testing samples. Each classifier has different classification
accuracy, sensitivity, and specificity. The accuracy of classification has been estimated by reducing
training samples from 70% to 40% of the whole database.

Table 4 depicts the performances of skin lesion classification using different datasets. In this
experiment, we have chosen the Dermnet Nz database, the Xiangya derm dataset, and Ham
10,000 datasets with training, testing samples with accuracy, specificity, and sensitivity
measures for skin lesion classification. More number of samples is used for training and few
of these samples are utilized for testing purpose. The Ham 10,000 dataset takes 90% training

Table 3 Classification performance of SVM classifier

Classifiers Training samples Testing samples Accuracy Sensitivity Specificity

Classifier 1 (Melanoma) 70% 30% 99.7% 99.2% 99.6%
60% 40% 98.3% 98.5% 98.2%
50% 50% 97.6% 95.6% 96.4%
40% 60% 96.5% 95.4% 94.6%

Classifier 2 (Seborrheic keratosis) 70% 30% 99.2% 99.4% 99.3%
60% 40% 97.5% 98.2% 98.6%
50% 50% 95.6% 97.9% 97.4%
40% 60% 95.4% 96.8% 95.9%

Classifier 3 (Lupus Erythematosus) 70% 30% 99.6% 99.4% 99.5%
60% 40% 98.2% 98.9% 98.4%
50% 50% 97.7% 97.3% 97.6%
40% 60% 96.4% 95.9% 96.8%

Fig. 5 Skin lesion segmentation results for (a) melanoma, (b) Seborrheic keratosis, (c) Lupus Erythematosus.
First row: Original skin lesion image Second row: Segmentation output of skin lesion image
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and 10% testing samples with 98.91% accuracy, 99.14% specificity, and 98.09% sensitivity.
Further, 60% of training, and 40% testing samples with 99.07% accuracy, 99.79% specificity,
and 99.67% sensitivity results are obtained for the Dermnet Nz database. The Xiangya derm
dataset yields 85% training and 15% testing samples with 99.56% accuracy, 98.12% speci-
ficity, and 98.98% sensitivity results.

4.3 Comparative analysis

The proposed method of segmentation has compared with the different existing methods such
as gray-level thresholding [4], k means clustering algorithm [32], watershed-based segmenta-
tion [15], and edge detection based segmentation [29]. When the proposed method has
compared with existing methods, our proposed segmentation provides the best segmentation
outputs. The performance range of accuracy, sensitivity, specificity, JSI, and DSC of proposed
segmentation is 0.987, 0.983, 0.953, 0.976, and 0.973 which has described in Table 5.

In the feature extraction method, we use the CLDM based modified ABCD feature
algorithm for extracting the skin lesion features from the segmented image. In this work, the
proposed feature extraction method has compared with other existing methods like the GLCM
method [9], ABCD rule [12], GRAD-CAM method [31], and LBP method [18] which has
depicted in Fig. 6. The proposed CLDM based modified ABCD features provides better results
when compared with other existing methods.

In this paper, skin lesion has classified employing the SVM method. The proposed SVM
classifier has compared with other existing methods like KNN classifier [37], FFNN classifier
[7] and BN modeling classifier [12]. Here we select 10, 20, 30, 40, 50 and 60 features and
provides to the classifier for the detection of diseases. Then using each feature, the proposed
SVM classifier has compared with other existing methods, which has shown in Fig. 7. The
feature selection is significant for classification performance. From this figure, the proposed
classification accuracy produces optimal results.

Table 6 explains the performance evaluation feature selection process. In this experiment,
we have chosen different kinds of features such as 10, 20, 30, 40, and 50 with various state-of-

Table 5 Performance evaluation of the proposed method with conventional techniques

Methods Performance evaluation

Accuracy Sensitivity Specificity JSI DSC

Gray level thresholding 0.742 0.851 0.934 0.954 0.960
K means clustering 0.870 0.900 0.947 0.898 0.944
Watershed based segmentation 0.923 0.917 0.870 0.912 0.856
Edge detection based segmentation 0.954 0.934 0.869 0.923 0.917
Proposed method 0.987 0.983 0.953 0.976 0.973

Table 4 Performance of skin lesion classification using different datasets

Name of the dataset Training samples Testing samples Accuracy Specificity Sensitivity

Ham 10,000 dataset 90% 10% 98.91% 99.14% 98.09%
Dermnet Nz database 60% 40% 99.07% 99.79% 99.67%
Xiangya derm dataset 85% 15% 99.56% 98.12% 98.98%
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art methods including Wavelet-based methods, Multi-level feature selection model, Eigenvec-
tor model, and the proposed method. The proposed feature selection process accomplishes
0.870, 0.934, 0.953, 0.967 and 0.984 results. Finally, the proposed method yields higher
feature selection performance than other methods.

The proposed SVM classifier has compared with other existing methods like KNN
classifier, FFNN classifier, Naïve Bayes, and BN modeling classifier. The classification
algorithm for the proposed SVM provides better results, and it has indicated in Table 7. The

Fig. 7 Comparison of classification accuracy with existing techniques

Fig. 6 Comparison of proposed feature extraction accuracy with the existing method
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classification method has compared with different performance evaluations such as accuracy,
sensitivity, specificity, JSI, and DSC. Here the proposed SVM classifier with the accuracy is
97%, specificity is 98%, sensitivity is 97%, JSI is 97% and DSC is 98%, respectively.

5 Conclusion

In this research, the combined approach has classified the three skin lesions classes,
namely melanoma, seborrheic keratosis, and lupus Erythematosus using the SVM
classification method. The CLDM based modified ABCD features have been chosen
for the effectual feature extraction of the skin lesion images. The ECFS method was
introduced for the feature selection method before the phase of classification technique
to progress the performance of classification. The different testing and training
samples have employed in each dataset. The performances have been computed by
assessing the accuracy, sensitivity, specificity, JSI, and DSC. The proposed method
has compared with other existing methods like KNN classifier, FFNN classifier, and
BN modeling classifier to prove high performance. The three skin lesion classes have
been selected from the Dermnet Nz database, Xiangya derm dataset, and Ham 10,000
dataset. The proposed SVM method provides better classification performance in
terms of the accuracy is 97%, specificity is 98%, sensitivity is 97%, JSI is 97%
and DSC is 98% has obtained. The proposed method has few restrictions despite
better performance. Among the various skin abnormalities but this research work
considered the three skin lesion classes for disease classification. In the future, the
technique has to be implemented in an embedded system, hence it makes the cost
becomes minimum.

Table 7 Comparison of performance metrics for skin lesion classification

Classification methods Performance metrics

Accuracy Specificity Sensitivity JSI DSC

KNN classifier 95% 91% 89% 92% 88%
FFNN classifier 92% 89% 77% 83% 89%
BN modeling classifier 94% 73% 86% 79% 86%
Naïve bayes 88% 86% 76% 72% 81%
SVM classifier (proposed method) 97% 98% 97% 97% 98%

Table 6 Performance evaluation feature selection

Methods Number of features used

10 20 30 40 50

Wavelet based methods 0.672 0.751 0.799 0.654 0.720
Multi level feature selection model 0.702 0.870 0.807 0.758 0.844
Eigen vector model 0.701 0.917 0.805 0.812 0.896
Edge detection based segmentation 0.854 0.804 0.859 0.723 0.817
Proposed method 0.870 0.934 0.953 0.967 0.984
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