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Abstract
Social networking platforms have witnessed tremendous growth of textual, visual, audio,
and mix-mode contents for expressing the views or opinions. Henceforth, Sentiment
Analysis (SA) and Emotion Detection (ED) of various social networking posts, blogs,
and conversation are very useful and informative for mining the right opinions on
different issues, entities, or aspects. The various statistical and probabilistic models based
on lexical and machine learning approaches have been employed for these tasks. The
emphasis was given to the improvement in the contemporary tools, techniques, models,
and approaches, are reflected in majority of the literature. With the recent developments
in deep neural networks, various deep learning models are being heavily experimented for
the accuracy enhancement in the aforementioned tasks. Recurrent Neural Network (RNN)
and its architectural variants such as Long Short Term Memory (LSTM) and Gated
Recurrent Unit (GRU) comprise an important category of deep neural networks, basically
adapted for features extraction in the temporal and sequential inputs. Input to SA and
related tasks may be visual, textual, audio, or any combination of these, consisting of an
inherent sequentially, we critically investigate the role of sequential deep neural networks
in sentiment analysis of multimodal data. Specifically, we present an extensive review
over the applicability, challenges, issues, and approaches for textual, visual, and multi-
modal SA using RNN and its architectural variants.
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1 Introduction

Now a day, the internet is the integral part of society includes people, organizations, busi-
nesses, industries, etc. This is possible by the tremendous growth in communication media and
underlying technology such as 4G and 5G. This leverages the availability of communication
medium (Internet) to the wide spectrum of applications such as e-commerce, online banking,
stock market, social media, etc. Hence, it is observed that the involvement of people increased
on internet for various activities specifically online shopping, social networking, and blogs
posting, etc. wherein people are engaged in expressing their views and opinions on certain
entities or issues. This leads to the development and implementation of automatic recommen-
dation system where users play a vital role by giving their feedback or opinion. To capture the
feedback, views, or opinions from the people; various online forums, social networks, and
blogs are offered to conduct the discussion or survey on the topic of interest. In these events,
feelings, attitudes, views, and opinions are extracted to analyze the conduct of people,
expressed as a sentiment. The analysis of sentiment is the important, very well researched,
and a challenging task in the field of natural language processing (NLP).

Sentiment Analysis can be defined as a broad range covering various subtasks and further
categorization under SA. Specifically, it can be defined as a collective process of identifying
the sentiment, its granularity i.e. coarse-grained or fine-grained, and analysis of its pros/cons
on various targeted entities such as product, movie, sports, politics, etc. The same has been
presented in the Fig. 1 to visualize a sub-categorization of SA. However, Emotion detection,
closely related to SA, extracts the inherent emotions such as joy, sadness, anger, fear, trust,
disgust, surprise, and anticipation associated with the available data. Generally, an entity or
object may pursue several aspects or attributes and different sentiments may be associated with
each of these aspects. For example, “the canvas of shoes is damaged but the sole quality is
awesome”, here shoes is identified as object with aspect terms canvas and sole. This problem
is known as aspect level sentiment analysis consisting of three major steps; extraction of aspect
terms, finding the associated sentiment for each of the aspect terms and lastly to draw the
overall sentiment for the object in question. Further, Sarcasm Detection (SD) is the extraction
and analysis of inherent negativity with the associated data. Table 1 summarizes SA and
related tasks along with its important characteristics.

Recently, people’s active involvement on Twitter, Facebook, and Instagram has increased
[15, 103]. The opinions related to various topics are freely expressed by the people in the form

Fig. 1 Sub-categorization of SA

6872



Multimedia Tools and Applications (2021) 80:6871–6910

of text, images, videos, etc. Hence, data is generated in large capacity on Twitter, Facebook,
Instagram, and on other social networking sites. So, various researchers are attracted to analyze
this data to investigate the SA and related tasks. Due to this, SA is widely researched and
applied on a wide range of domains to compute accurate sentiments and corresponding
emotions.

1.1 Applications of SA

The SA is applied in products reviews [40], movie review [93], stock market predic-
tion [152], and opinion polls [14], etc. The product review is very helpful in under-
standing the features and shortcomings in the product purchased by the customers. So,
reviewing various posts related to product facilitated the customer for his/her likeliness
to purchase the product and also suggest the company to improve upon the drawbacks
in the product. Fang and Zhan [40] investigated SA of product review on Amazon.com
to address the problem of categorization of sentiment polarity. The sentence- and
review-level classification is accomplished by using random forest (RF), Naïve Bayes-
ian (NB), and support vector machine (SVM) [81]. The product reviews mostly
influence the credibility of product and decide the future of the products in the market.
So, careful analysis of these reviews has become the basic need to achieve potential
businesses. Product features and global score identification using data mining on big
data text is studied in [74]. The sentiments are analysed for decision making to market
the product. In [165], deep learning is adopted for sentiment classification on product
review wherein product rating considered as a weak signal. This study helps the
customers to get the visibility in terms of buying decision. Recently, combination of
deep learning and sentiment lexicon are utilized for SA on product review [148].
Sentiment features are enhanced by sentiment lexicon and leading sentiment features
are extracted by convolutional neural network (CNN) along with gated recurrent unit
(GRU). Not only product review but credibility of the reviewers also plays a vital role
in the product recommendation. In [57], new direction is investigated for the product
recommendation to the customer. To do so, the entire profile of reviewers is taken into
account to design a model to analyze the sentiments over product review, sentiment
confidence, and context; which is utilized to extract the important reviewer features.

Nevertheless, Stock market is one of the important financial entities of any nation. The
stock market drives the economy of nation wherein people, organization, and government do
their investments. Stock market is completely uncertain and needs detailed analysis to make
the investment. Subsequently, SA also applied on stock market to predict the sentiments for

Table 1 SA and Related Tasks

Sr.
No.

Sentiment Analysis or
Related Tasks

Characteristics

1 Sentiment Analysis Extraction and Analysis of Positivity, Neutrality, or Negativity about any
aspect, entity, or issue.

2 Emotion Detection Extraction and Analysis of inherent emotion such as joy, sadness, anger, fear,
trust, disgust, surprise, anticipation, or pride.

3 Sarcasm Detection Identification of extremely hidden negativity or positivity such as remark,
reaction, taunt, cutting expression, and mostly hidden meanings
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the investment. A machine learning approach is applied [141] on opinion posts of stock market
shared by investors online. To predict the stock sentiment, SA model is employed wherein the
feature selection is followed by feature reduction and finally classification of stock opinions is
performed using SVM classifier. For the experimentation of stock opinion, Sina Finance
platform is utilized. Forecasting stock opinion for investment in a stock using investors’
sentiment is explored in [114]. The financial data and news data are pre-processed, features
are extracted, and expressed in the form of sentiment index. Eventually, SVM is employed for
stock market forecasting of SSE-50 Index and reported high accuracy of 89.93% using
sentiment variable. Another machine learning model is developed [76] to predict the trends
in the stock market. The effect of political events and people’s sentiment are considered to
monitor the influence on stock market. For accurate prediction, the situation and sentiment are
chosen as the features, experimentation is performed on the data obtained from Yahoo!
Finance, Twitter and political events from Wikipedia. Moreover, the behavior of stock is
mostly depends on investors’ sentiment which has the ability to predict stock returns. The
proposal [98] to find the association among stock return and investor sentiment by using SA
on social media texts is demonstrated. The effect of investor sentiments has significant
influence on unusual returns of stock. Recently, the impact of sentiment and its hidden
emotion are used as variables in the prediction of stock movement using NB, SVM and k-
nearest neighbors (k-NN) [126]. The different variables perform a vital role to predict the stock
movement accurately.

1.2 Datasets of SA

Various standard and labeled datasets are found in the literature for the SA determina-
tion process. Table 2 highlights various most popular datasets used in SA. The data
required in the SA process should be specific, well annotated and labeled, and large in
size. The smaller datasets don’t perform well in accordance with the deep models. The
datasets for SA are characterized by the amount of preprocessing required, format, and
number of instances in the datasets (https://en.wikipedia.org/wiki/List_of_datasets_for_
machine-learning_research).

Deep Learning is an extension of Machine Learning wherein deep neural networks are
employed for feature extraction and analysis from large sized datasets. There are various deep
neural network models such as CNNs basically used for automatic feature extraction without
any explicit feature engineering, Recurrent Neural networks used for the feature extraction and
classification from the temporal or sequential data. Input to the SA and related tasks may be
visual, textual, audio, or any combination of these, RNN models seems to be very efficient for
solving this set of tasks having an inherent sequential nature of input. In this paper, we present
a critical review on SA and related tasks using deep learning with a focus on Recurrent Neural
Networks. The followings are the major contributions of this paper:

1 Demonstration of the applicability of SA in various domains.
2 Summarization of state of the arts surveys and reviews on SA using machine learning and

deep leasing based approaches.
3 To present and discuss on deep learning and sequence models such as RNN, LSTM, and

GRU along with a schematic comparative illustration.
4 Critical and detailed investigation covering the challenges, role, applicability, and ap-

proachability of RNNs and its architectural variants in textual, visual, and multimodal SA.
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The rest of the paper is organized as follows: Section 2 highlights some of the important
surveys and reviews related to SA based on different machine learning and deep learning
models. It also presents the advantages and disadvantages of different models for SA.
Section 3 presents the detailed discussion of the sequence models viz. simple-RNN, LSTM,
and GRU based on their gating mechanism along with a comparative analysis of these models.
Section 4 helps in understanding the challenges, issues, and applicability of RNNs in textual
SA. The challenges and applications of visual SA using RNNs is illustrated in Section 5. The
multimodal SA using RNNs is discussed in Section 6 with focus on challenges and applica-
tions of RNNs. Section 7 concludes the paper and provides the future research direction.
However, the complete detailed flow of the paper is illustrated using Fig. 2.

2 Previous reviews/surveys on SA

Various survey and reviews based on SA, ED, and SD using machine learning, lexical
approaches, and deep learning have been presented by the researchers. In this section, we
summarize some of the important review papers that cover all the important aspects for these
tasks such as SA challenges, classification of existing SA approaches, deep learning models
for SA, classification of deep models, suitability of discriminative models in SA, and handling
multimodality in SA.

In [61], challenges in the SA and ED are reviewed based on the technical and theoretical
aspects. Authors observed and listed various challenges in the identification of sentiments and
emotions for different types of inputs such as text, audio, video, and mixed modality. The
theoretical challenges includes; negation, domain dependency, bi-polar words, huge lexicon,
entity features, NPL overheads, and spam and fake detection. The technical challenges

Table 2 Popular Datasets for SA

Category Datasets Description

Movie Reviews IMDB [62] Stands for Internet Movie Database, largest database consisting
movies information and user reviews. It has 83 million
registered users as on October 2018 along with their opinions
and sentiments for several movies.

Stanford Sentiment
Treebank [139]

Movie reviews in two flavors with 5 classes and 2 classes for
fine grained and coarse-grained polarity respectively.

News articles Thomson Reuters text
research collection [88]

News articles about an specific allegations

NYSK dataset [33] Large collection of various news stories consisting of 10,421
news articles on sexual assault (XML, text)

ABC Australia News
Corpus

A news corpus of ABC Australia consisting of 1,186,018 news
articles from 2013 to 2019 (CSV)

Twitter dataset Sentiment labeled
sentences dataset [79,
104]

This dataset consists of 3000 sentences along with their hand
annotated polarity (positive and negative).

Sentiment 140 [25, 43] This dataset contains 1,578,627 tweets from 2009 including
timestamp, opinion holder information, and its associated
polarity (CSV)

Twitter Dataset for Arabic
Sentiment Analysis

2000 Arabic tweets (Text)

Product Review Amazon Reviews A huge collection of 82 M reviews approximately on US
product review from Amazon.com (Text)
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addressed in SA process were extracting features or keywords, word knowledge, bi-polar
words, and huge lexicon. These challenges were identified based on the review structure
collected for SA/ED i.e. sentiments for structured, semi-structured, and unstructured reviews.

Subsequently, cross domain SA is gaining huge popularity wherein model is trained on the
dataset of one domain and performance of the model is evaluated on the dataset of similar or
dissimilar domain. For example, a machine learning model is trained for sarcasm detection on
movie review tweets and the performance of the same model is evaluated on customer reviews
of car buyers. Cross domain SA is basically an indication of good generalization of model
across domains. However, this is not the easy task and generally models don’t perform well in
cross domain SA. Polarity may be reversed while migrating from one domain to another. The
systematic review of various methods, techniques, and approaches adopted in cross domain
SA is presented in [3, 72]. The main reason behind cross domain SA is the absence of
annotated data in all the domains for SA tasks. Features deviation, polarity reversal, and
lexical ambiguity are summarized as the major challenges in the cross domain SA. The
difference between cross-domain SA and in-domain SA performance, analysis of role and
importance of data representation, and the impact of homogeneity and heterogeneity are the
major issues in cross domain SA [166]. The selection and performance of source domain is an
extremely important step in cross domain SA. Text similarity features are investigated in cross
domain SA for the identification of most suitable source domain while giving the target
domain [123]. A precision over 50% is achieved by employing 11 similarity metrics for all
the combination of 20 domains in the identification of k most suitable source domains.

The classification of SA is broadly categorized in lexicon based [34] and machine learning-
based approaches [7]. Lexicon based approaches require lexical knowledge i.e. a collection of
sentiment words in the respective domain. A sentiment score is associated with each positive
and negative word in the sentiment lexicon. Linguistic and domain knowledge become a
bottleneck in this approach. Machine learning approaches for SA basically follows; assigning
weightages to the extracted features followed by features selection, and then applying an
appropriate machine learning model. Generally, machine learning architectures for SA are
shallow neural network such as Gaussian mixture model (GMM), hidden Markov model

Fig. 2 Organization of the Review
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(HMM), and support vector machine. These models are unable to exploit multiple layers of
non-linear features and suffer from high dimensionality and sparsity of the features. Though,
these approaches produce comparable results but with the advent of deep learning approaches,
considerable better results have been obtained.

The SA classification is further fine-tuned and presented in Fig. 3. Though, neural
networks are categorized under linear classifier in Fig. 3, the non-linearly is introduced
in the neural networks using various non-linear activation functions. For each and every
subcategory, algorithmic process for SA and its related tasks are summarized with their
pros and cons [99]. Specifically, a summarization of approximately fifty-four articles
specifying tasks (SA or ED or transfer learning or building resources or sentiment
classification or feature selection), domain orientation, approaches, fine grained or
coarse-grained polarity, and datasets is nicely sketched. Similarly, categorization of
different methods employed in SA and ED is presented in [35]. The identified methods
i.e. machine learning, rule-based, and lexicons based were distinguished with their
advantages and disadvantages. Further, comparison of various machine learning methods
based on their functionalities and utilities were exemplified. These important machine
learning methods are – SVM, N-gram, Naïve Bayes, maximum entropy classifier, k-NN,
weighted k-NN, multilingual, and feature driven SA. SVM is one of the important
supervised machine learning technique used for classification and regression. It is based
on providing a hyperplane that distinguishes the classes from a maximum margin in case
of classification problems. N-gram is an important probabilistic machine learning model
that predicts a word followed or preceded by a sequence of N consecutive words.
Eventually, a brief review to classify and compare different methods based on advan-
tages and disadvantages for opinion mining and SA is presented in [52] wherein authors
systematically outlined steps and levels of opinion mining. Furthermore, comparison,
summarization, and classification of techniques from the literature are discussed based on
sentiment classification, aspect extraction, and production and evaluation of summary.
For better indulgent, various factors were identified to summarize the different tech-
niques based on their pros and cons. The authors demonstrated that the supervised
approaches are best suited for classification and better prediction in SA. Moreover,
semi-supervised approaches are also the good candidate for micro-blogs SA.

Fig. 3 Classification of SA Techniques
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In [31], authors present the architectures, algorithms, and applications to deep learning in
the context of NLP. The NLP is a branch of Artificial Intelligence (AI) that describe an ability
of a computer program to understand, interpret, and manipulate human languages. Deep neural
networks are categorized into three major components viz. generative, discriminative, and
hybrid architectures, and category-wise algorithms and applications were explored. As textual
SA is an important application of NLP, understanding the discriminative deep architectures
would help us to incorporate them in the betterment of textual SA. Deep generative models are
further analyzed to an application side and explored various applications of it in the fields of
image processing and information retrieval [144]. In one of these application segments, deep
learning models are summarized for three subtask of SA viz. sentiment classification, senti-
ment extraction, and building sentiment lexicon; majorly focusing on textual input. In the same
line, various deep learning models are reviewed for SA and ED observing a better semantic
knowledge extraction without explicit feature engineering [128]. It provides an enrich under-
standing of the different approaches for SA and related processes. These processes are word
embedding, sentiment classification, opinion extraction, and lexicon learning. In addition, the
implementations of deep neural networks for the beginner are suggested. Moreover, the
challenges faced by deep learning methods are highlighted with several fruitful suggestions
to overcome the existing challenges.

Subsequently, deep learning based SA review is proposed in [99]. The variety of NLP tasks
i.e. sentiment classification, textual analysis, visual analysis, product reviews, and cross-
lingual analysis has been discussed. The various Deep learning methods have been reviewed
to solve these problems. The targeted deep learning models for this review were Deep Neural
Networks (DNN), CNN, Recursive Neural Networks (RecNN), RNN, Deep Belief Networks
(DBN), etc. In [162], authors attempted to review the SA by applying various deep learning
techniques. Sentence level, document level, aspect level, aspect extraction and categorization,
opinion extraction, sentiment composition, opinion holder information extraction, emotion
analysis, multimodal SA, and multilingual analysis based research papers have been reviewed
on the ground of textual representation and underlying neural network models. Three impor-
tant datasets viz. Movie review dataset, Sentiment Treebank, and Twitter dataset are tested for
SA with deep neural networks and concluded that deep CNN outperforms for binary as well as
fine-grained SA [115].

Recently, survey presented by [147] highlighted the popularity of deep learning models and
their applicability in SA. The classification of SA and its inferences in deep learning model is
conferred. In addition, comparison of different deep learning prototypes based on datasets and
its features, prototype applied, and accuracy obtained is analyzed. In [29], comparative study is
proposed for SA on the data provided in social networks, exclusively for Facebook or Twitter.
The authors reviewed latest articles based on the problem of sentiment polarity in the SA
process. The word embedding and term frequency-inverse document frequency (TF-IDF) is
applied on DNN, CNN, and RNN for different datasets to visualize the accuracy of deep
learning models. Furthermore, a comparative study on sentiment classification is presented by
[84]. Three CNNs and five RNNs are experimented to derive important inferences to build
suitable model for sentiment classification. Moreover, the character- and word-level input
types are considered for the datasets of services and products i.e. total 13 review datasets. The
performance of various models is evaluated based on dataset characteristics, input level, and
model used. The findings are highlighted as; classification performance is higher for larger
datasets, classification of sentiments is better for word-level input as compared to character-
level input, and the effects of model complexity based on CNNs and RNNs was observed
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where RNNs wins the race. Also, the uses of LSTM or GRU increase the performance, and
additionally improved performance is achieved by using bidirectional LSTM (Bi-LSTM).

Due to Social media advent, SA is not limited to process texts but sentiments are also derived
from the images and videos. People find very easy to express the opinions in the form of images and
videos and it is also increasing day-by-day. This corresponds to the involvement of more than one
modality in the input data. Subsequently, multimodal SA is explored and researched to determine
the opinion or sentiment frommixedmodality contents. Involvement of facial and vocal expressions
in addition to the textual content is offering a tremendous boost in the performance of SA. In
contextual multimodal SA, context plays a vital role in SA determination that may not always be
captured through only textual data. In addition, important clues from visual and audiomodalities are
also utilized. The various difficulties and opportunities for the improvements in the multimodal SA
is presented in [75] that also covers the taxonomy wise categorization of the techniques involved in
multimodal SA. Authors also demonstrated the categorization of SA process based on emotion and
opinion mining. In [41, 125], multimodal SA is reviewed and summarized for vLogs and spoken
words, visual-textual inputs, human-machine interaction and human-human interaction. The oppor-
tunities and difficulties in multimodal SA are listed by the authors. The majority of reviews are
broadly focused on the applications of various deep or machine learning models in SA. However,
our review specially focuses on the role, challenges, applicability, and various approaches to tackle
these challenges using sequence models such as RNN, LSTM, and GRU in textual, visual and
multimodal SA.

The challenge in the multimodal SA is to extract and process individual modalities of the
multimodal data. In deep learning, generally CNN and its architectural variants are employed
for processing visual features. However, RNN and its architectural successors are being
experimented to model sequential data such as videos (frames of images), textual, and audio
contents. Feature level fusion and Decision level fusion is also compared extensively for the
detection of overall sentiment polarity and extraction of inherent emotion from the multimodal
data. Capturing the context from multimodal data and proportion of context dependency on
individual modality is another major challenge in multimodal SA because context plays a very
important role in the SA determination.

3 Deep learning, models, and performance measures

Deep learning is emerged in 2006 from machine learning in which deep neural networks are
architectured for the minimization of the loss or error components. It incorporates represen-
tational feature learning and synthesizing features in incremental fashion using multiple layers
of neural networks [11, 53, 96]. Convolutional neural network is a deep neural network,
employed heavily in computer vision tasks, seems to be a powerful tool for extracting spatial
features information from visual inputs. Due to fewer parameters as compared to the standard
feedforward fully connected neural networks, CNNs are easier to train and test. It is a powerful
computational tool that offers learning in both supervised and unsupervised manner. Recurrent
Neural Networks and its architectural successors such as LSTM and GRU are basically
employed for the features extraction in the sequential, temporal or time-series data. They play
an important role in the contextual features extraction in the case of time-series data, as most of
the input streams to the aforementioned NLP tasks are in the form of sequences. In this section,
we present and discuss the architectural designs of the different deep learning models such as
CNN, RNN, LSTM, and GRU with major emphasis to RNN and its family.
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3.1 Convolutional neural networks

Due to scaling inefficacy in fully connected neural networks, CNN is widely adopted to
capture the spatial and contextual information with fewer parameters. While dealing with high-
dimensional inputs, it is almost impractical to connect a neuron in a given layer to all neurons
in the previous layer. Instead, we connect each neuron to only a part of the previous layer. This
is the basic philosophy behind the working of CNN model. From the architectural viewpoints
such as convolutional, pooling, and rectified linear unit (ReLU) collectively act as a basic
transformation unit converting an input volume to an output volume. The spatial extent in the
convolution operation is a hyperparameter known as a receptive-field or filter-size. Filter-size
that convolves over the input plays an important role in extracting useful features information.
Other hyperparameters depth, stride, and zero-padding decide the size of the output volume
[10]. Herein, we have not covered CNN in detail as it is beyond the scope of this paper. All the
important aspects of the CNN such as architectural details, applications, and recent advances in
the CNN are nicely presented in [46].

3.2 Recurrent neural networks

RNN is an important deep neural network designed for feature learning in a sequential,
temporal or time series input. RNNs are used to solve many scientific problems with high
accuracy and widely used in variety of areas ranging from bioinformatics to stock market
prediction. The advancements of RNNs are explored and experimented in due time by various
researchers [120]. The applications of RNNs and its architectural variants may be appreciated
in various works such as weather forecasting [158], stock market prediction [113], speech
recognition [119], object detection [86], character recognition [163], intrusion detection [77],
automatic landslide detection [100], time series prediction [19], text classification [80], gene
expression [41], micro-blogs [159], biological data handling [87], unstructured text data
mining with fault classification [136], video processing such as caption generation [145],
and many more.

In sequential or temporal input, data at a time-step has relevance over the data of the
preceding time-steps. Prediction at any instant is not only determined by the instantaneous
input but depends on past history also. In other words, another dimension i.e. temporal
ordering is also taken care in all RNN model computation. This philosophy is the backbone
of the RNN computation. The architectural design (folded in left side and unfolded form in the
right side) of the simple RNN is illustrated in Fig. 4. Output at each time-step is evaluated and
the corresponding hidden state is ingested into the successor as depicted in Fig. 4 wherein x, s,
and o represents input, hidden, and output nodes respectively. U, V, and W are the shared
weight matrices from input-to-hidden, hidden-to-output, and between consecutive hidden
nodes respectively across all the time-steps. The input at ith time-step is xi bs and bo are the
biases for the hidden and output node respectively. The model is generally trained using the
backpropagation algorithm, known as backpropagation through time (BPTT) [138] that
incorporates the notion of the time/sequence in the underlying gradient descent process.

The gradient is getting diminished for long intervals in the course of back propagation as
the smaller derivatives are multiplied using a chain rule, resulting in the negligible weight
change for the distant weight matrices. Formally, we are unable to capture the long term
dependency across the distant part of the inputs in the plain RNN. This problem is known as
vanishing gradient problem and considered as a major bottleneck in the traditional RNN [55].
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To better model the long term dependency and to mitigate the effect of vanishing gradient
problem, advancements in the architectural designs of RNN are proposed in the form of its
architectural variants such as LSTM [106] and GRU [27]. These models leverage the
advantages of gating mechanism to realize long term dependency very well. The internal
gates of LSTM and GRU cells decide the flow of the information in the network. In every cell
operation, important information is retained and transmitted further whereas the non-necessary
information is blocked. The network learns which information is relevant and should be kept
or forgotten during the training phase of the model. This is accomplished by maintaining cell-
state information that acts as a conveyer belt, add the important information or remove the non-
necessary information as and when needed. Here, sigmoid activation plays an important role in
distinguishing between the important and useless information as this function squishes be-
tween 0 to 1.

Three gates namely forget, input, and output gate are the important pillars of a
LSTM cell. The forget gate processes the input of current timestep and hidden output
from the previous cell. Cell state gets manipulated due to the various gates operations
in LSTM cell i.e. information is added, retained, or subsidized. Cell state gets modified
by taking into account the input gate, forget gate and previous cell state. Output gate is
responsible for the generation of the hidden state that shall be utilized in the next
LSTM cell. Equations corresponding to the LSTM i.e. Eqs. 3–8, subscripts of the
weight matrices and biases indicate the gate’s initial. A lot of architectural improve-
ments are proposed by various researchers depending upon the application requirements
and other heuristics. Some of the architectural advancements in the LSTM can be
viewed as sentence-state LSTM (S-LSTM) [160], stacked LSTM [70], bidirectional
LSTM [45], and multidimensional LSTM [44].

GRU is very much similar model in comparison with the LSTM, adopted as a ramification
for the same vanishing gradient problem. This model comes with lesser tensor operations i.e.
reset gate and update gate are employed for the modeling of long-term dependency. Update
gate is responsible for the collective functioning of the forget and input gate of a LSTM cell
whereas reset gate determines the amount of the past information to be kept or forgotten.
Comparative analysis of these three RNN models on the ground of cell operations, underlying
equations, model complexity, key characteristics, and shortcomings are highlighted in Fig. 5,
Eqs. 1–12, and Table 3.

Fig. 4 Unfolding of Recurrent Neural Network Schematic [13]
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The cell equations of simple RNN consist of hidden state (ht) and output (ot) are expressed as;

ht ¼ tanh W � ht−1 þ U � xt þ bsð Þ ð1Þ

ot ¼ σ V � ht þ boð Þ ð2Þ
The LSTM cell equations corresponding to forget gate (ft), input gate (it), cell state (Ct), output
gate (ot), and hidden state (ht) are represented as follows;

f t ¼ σ W f � xt; ht−1½ � þ bf
� � ð3Þ

it ¼ σ Wi � xt; ht−1½ � þ bið Þ ð4Þ

eCt ¼ tanh Wc � xt; ht−1½ � þ bcð Þ ð5Þ

Ct ¼ Ct−1 � f t þ eCt � it ð6Þ

ot ¼ σ Wo � xt; ht−1½ � þ boð Þ ð7Þ

Fig. 5 The indepenent cells of RNN, LSTM, and GRU

Table 3 Comparative analysis of RNN and its architectural variants

Simple RNN LSTM GRU

Model
Complexity

Low High Moderate

Key
Characteristics

Easier to train,
Less computational

Resources

Model long term dependency,
Extraction of contextual

Information

Model long term dependency,
Extraction of contextual
Information

Shortcomings Vanishing gradient
problem

High hidden layer complexity Higher complexity than simple
RNN
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ht ¼ Ct � tanh otð Þ ð8Þ
Moreover, the cell equations for GRU consist of reset gate (rt), update gate (zt) and hidden
state (ht) are expressed as;

rt ¼ σ Wr � xt; ht−1½ � þ brð Þ ð9Þ

zt ¼ σ Wz � xt; ht−1½ � þ bzð Þ ð10Þ

eht ¼ tanh rt � xt; ht−1½ � þ bhð Þ ð11Þ

ht ¼ zt � eht þ 1−ztð Þ � ht−1 ð12Þ
Depending on the distribution of input and output across different time-steps, RNNs may be
categorized at application level and the same is illustrated in Fig. 6. The figure is self-
explanatory and demonstrating all possibilities of input-output distributions in temporal orders
along with the examples of each categories such as textual and visual SA (using videos as
inputs i.e. frames of images) belong to the many-to-one category as we predict the sentiment
only after providing the complete input.

The various performance measures are adopted for the evaluation of any machine
learning or deep learning models. These performance measures have their specific significance
and impact. We will not cover these measures in detail; however, some important metrics are
listed as follows that are used in this review to evaluate the performance of models.

Accuracy is the most heavily used measures to evaluate any machine learning model. In
case of classification problem, accuracy is the ratio of correct prediction to the total number of
examples. For a two class classification or binary classification problem, it can be represented
using Eq. 13. True positive, True negative, False positive, and False negative are abbreviated
as TP, TN, FP, and FN respectively. However, mean squared error (MSE), root mean square

Fig. 6 Types of RNNs [127]

6883



Multimedia Tools and Applications (2021) 80:6871–6910

error (RMSE), and mean absolute error (MAE) are some of the important performance
measures in case of regression problem.

Accuracy ¼ TP þ TNð Þ
TP þ TN þ FPþ FNð Þ ð13Þ

Precision is second most important performance measure in this field to evaluate the model
focuses on false positives (FP). For a binary classification problem, it indicates how many
samples are truly positive among all positively predicted samples, and can be represented with
the help of Eq. 14.

Precision ¼ TP
TP þ FPð Þ ð14Þ

Recall is another important performance measure, generally used for the evaluation of the
models focuses on false negative (FN). It indicates that how many samples are truly positive
among all the actual positive samples. This measure can be represented using Eq. 15.

Recall ¼ TP
TP þ FNð Þ ð15Þ

Ideally, FN and FP should be zero in case of binary classification problem. This can be
extended in the similar fashion for multiclass classification.

F1-score is also an important criterion to evaluate the model, taking into consideration of
both the previous two performance measures i.e. precision and recall, and can be described as
the harmonic mean of these two measures, and expressed in Eq. 16.

F1−score ¼ 2
Precision*Recall
Precisionþ Recall

� �
ð16Þ

4 Sequence models in textual sentiment analysis

The automatic or manual extraction and analysis of the subjective information such as
sentiments, emotions, or attitudes from textual input using NLP techniques is collectively
called as textual SA. The input to this process maybe in the form of characters, words, phrases,
sentences, paragraphs, documents, or any combination of these in any language. Herein, we
cover the issues and challenges, textual input representation, word embedding, contextual
embedding, and the utility of RNN in textual SA.

4.1 Issues & challenges

Extracting the associated sentiments from the textual input is not simple, as it depends on and
is determined by several critical factors. The various issues and challenges in textual SA
determination are categorized as follows:

Subjectivity information: Capturing the subjectivity, determining opinionated information if
any, and extracting the intensity of the associated emotion from textual input is an incremental
NLP task. In general, but not necessarily, subjective sentences have an opinion or emotion
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associated with it. Table 4 offers an understanding of sentence or phrase subjectivity and its
deterministic aspects in the context of opinions and polarity sketching.

Level of input: Broadly, the input to textual SA is categorized into three types;
document-level, sentence-level, and phrase-level. In Table 4, all examples are either
sentence-level or phrase-level. In document-level SA, different opinions in different
sentences are possible for the same entity. Consider the following document-level
review where different opinions are given for the same entity, reflected in different
sentences or phrases of that document:

S1: I am very happy today because of purchasing new iPhone. I like this iPhone. My
sister doesn’t.

Moreover, aspect-level SA specifies the sentiment or emotion for the same entity with different
aspects. The following sentence contains different aspects of the same entity and it is difficult
to extract the cumulative sentiment from such sentence.

S1: I like the thickness of this iPhone but require more power.

Contextual information: Performing SA in the right context is also a challenging task. Context
plays an important role in mining the correct sentiment. For example, India may refer to a
country, the largest democracy, or simply a cricket team. Another example is the following
sentence which might be an assertion of any one of the n sentences that could exist:

S1: It is absolutely amazing.

Short sentences such as tweets lack contextual information and it is difficult to extract
the exact semantic of the sentence. These short texts can be on any topic, part of a
conversation in a group, or a comment on any subject that has a different context.
Several consecutive statements in a conversation and a set of specific statements on any
topic are very useful for capturing conversation-based context and topic-based context
respectively. Conversation-based context is quite clear whereas the same hashtags in
tweets may be considered as an example of topic-based context. The third category is
the author-based context that contains statements belonging to the same author, basi-
cally useful in predicting author characteristics such as personality.

Hidden irony: Sarcasm, i.e. hidden irony in the text may reverse the associated polarity. It is
the most difficult part in SA and lots of models and approaches are presented in the literature to
detect sarcasm. Consider the following example that actually has a negative sentiment, but the
overall sense seems to be positive:

S1: The features of this iPhone are too good to handle.

Table 4 Subjectivity Information

Sentence Subjectivity Subjectivity Intensity Opinion Polarity

I bought an iPhone yesterday × NA × NA
My iPhone got damaged × Low ✓ –
My iPhone is good ✓ Low ✓ +
I think my iPhone shall be delivered tomorrow ✓ Low × NA
My iPhone is so nice ✓ High ✓ +
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4.2 Input representations

Effective and meaningful representation of textual words has its own importance in text data
processing. This effectiveness is propagated into the phrase-, sentence-, paragraph-, and
document-representations. Broadly, word representation is classified on two bases namely
frequency-based and prediction-based. Count vector, TF-IDF [9], and co-occurrence vectors
[20] were quite popular in frequency-based methods. Each of these methods is solely based on
the count of the words in a text segment. Prediction-based word representation has been hugely
popular due to the lack of predictions, semantic knowledge, and contextual information in
frequency-based word representation. In the prediction-based approaches, the widely adopted
technique for representing text data is embedding (distributed vectors) i.e. a dense vector
representation of the text. On the other hand, sparse vector representations such as one-hot
encoding is computationally expensive, less effective, and disable to capture similarities
among words. Generally, embedding dimension is very less as compared to vocabulary size
as it is completely based on the Featurized representation. Elements of a dense word vector
signify the weightages corresponding to that feature. A character, a word, a phrase as well as a
sentence can be encoded using a distributed vector. Among all embedding techniques, word
embedding is quite popular. The basic idea is that similar or related words such as plane and
aircraft, king and queen, andmale and female, must have similar real valued vectors i.e. cosine
similarity of these vectors pairs actually illustrate the semantic and morphological similarities.
Each word is represented by a real valued vector and a phrase/sentence is a concatenation of
several words. Character-level embedding is the very basic form of embedding that represents
a vector for each character in the alphabet, captures the morphological information, and avoids
the out-of-vocabulary problem that may be the case in word-level embedding. Lesser param-
eters are to be learned in character level embedding as compared to word-level embedding.
Conclusively, text embedding is an NLP technique basically employed in feature learning and
language modeling where textual segments are mapped to real valued vectors that play a major
role in textual SA.

Word2Vec [101, 116] is the most popular distributed representation of the words over a
pre-specified dimensionality space that can be implemented using a shallow neural network. It
takes a large corpus of words as input and produces vectors for each word such that similar
words are in close proximity. The efficiency of Word2Vec can also be measured in a way such
that the word vectors of king and female produce the word vector of queen. There are two
models that act as a part of Word2Vec algorithm, namely continuous bag-of-words (CBoW)
and skip-gram model. These two models respectively predict one target word from the
surrounding context words and multiple context words from the given target word as sketched
in Fig. 7. The importance of context words is very much clear from the famous quote by J. R.
Firth “You shall know a word by the company it keeps.” The choice of the model for the
implementation of Word2Vec depends on several factors such as the size of dataset, word
property, and data property used in embedding training. Generally, CBoW and skip-gram
models are well suited for smaller and larger datasets respectively. It is mandatory to define a
vocabulary of known words while implementing any of these embedding models. The
efficiency of the embedding depends on the size of the training data. As the training data
may not always be so large in a SA task, the learned word vectors might not represent good
embeddings. A better solution to avoid this problem is to load pre-trained word embeddings
constructed on a much larger dataset. Unsupervised approach for learning word embeddings is
an impressive and largely adopted technique used for word representations.
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The context choice (forward or backward or bidirectional) and context size define the
parametric complexity of the shallow neural network in Word2Vec implementation. Initially,
the input and output are represented using one-hot encoding, a vector of vocabulary size. In the
shallow neural network, the number of hidden neurons is quite less than the vocabulary size. In
this way, the output of the hidden neurons is actually called word embedding, which is much
compact and less sparse in space while maintaining enough of the original information.
Similarly, for a specific context size, same number of word embeddings are generated which
may be averaged or max pooled. In some cases, unity context size may not necessary get the
actual semantic such as in the phrase “cool dude”.

Although, character-level embedding and word-level embedding are quite popular, context-
level embedding [108] is mostly adopted in SA. The reason is that the same word may signify
different contexts in different sentences. Different embeddings for that word should be
produced in each sentence specifying the right context. Consider the following three sentences
with same word date having different senses in each sentence.

S1: His favorite dry fruit is date.
S2: The date for the election is very close.
S3: He is dating her first time.

4.3 RNNs in textual SA

The RNNswitness the overwhelming success in determining and improving accuracy in textual SA
in the recent past. In this section, we highlight several interesting aspects in SA using RNNs. More
specifically, we elaborate the uses and applicability of RNNs and its architectural variants in the
textual SA. We broadly classify this section in the following two categories:

4.3.1 Architectural variants and hybridization

The architectural variants of RNNs are very popular for enhancing the SA precision. The
modified RNN with dual feedforward networks is presented in [117] that takes input as a

Fig. 7 CBoW and Skip-gram model
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segment and stores long history across the time in the memory. In addition, all the statements
provided as input were considered to identify the overall polarity. In [121], a bi-directional
LSTM-RNN is applied to perform robust segmentation and classification jointly. The efficient
computation of segmentation using RNNs is achieved which is not affected by the presence of
linguistic features, sentence boundaries, and punctuations. After the segmentation, opinions or
corresponding sentiments are extracted from the text data.

In deep neural networks, connections play a vital role to determine the flow of
information. These connections substantially reduce the effect of gradient problems and
enhance the capability of model learning. A new delay connection without any extra
parameters is introduced in a LSTM called as Delay Connected LSTM (DCLSTM) [135].
The DCLSTM maintains the output of a LSTM, this functionality lacks in a LSTM. A
DCLSTM also, leverages to handle error signals to previous steps, back propagated to
different layers without vanishing rapidly. The DCLSTM model is shown in Fig. 8 consist
of the three inputs: x – external input, y – output of recurrent unit, and s – memory state.
Moreover, input gate (i), output gate (o), forget gate (f), and hyperbolic tangent function
(g) are semi-linear units are adapted respectively. The delay block with respective element
wise operations such as addition (+), minus (1-), multiplication ( ) with a hyperbolic
tangent function (tanh) are also indicated in DCLSTM. LSTM with new quadratic
connections is presented in [140]. This LSTM model can be utilized for SA and semantic
relatedness. Input to non-leaf nodes comprises; outputs from left children (ct – 1, l), right
children (ct – 1, r), and two forget gates (ft,l, ft,r). The inputs and forget gates (ft,l, ft,r) are the
composition of hidden vector as well as quadratic terms jointly by non-leaf nodes
children’s as shown in Fig. 9. The linear connections in standard LSTM are unable to
capture the complex semantics of the given text. These semantics lies between words i.e.
sentiment strengths or negated sentiment. In [50], a mixed model approach is presented to
identify the sentiments from sentences. Here, to overcome the problem of CNNs i.e. to
stack multiple convolutional layers for capturing long-term dependencies, a joint CNN and
RNN framework is proposed by the authors that uses word embeddings as input. The
outstanding results are achieved on SA benchmarks with hyperparameter tuning and static
vectors by mixed model. Another integrated model of CNN and LSTM is developed by
[69] for analysing the posts on social media to predict real-time sentiment. The opinions
and facts are separated automatically by the proposed system wherein single layered CNN
utilized for convolution operation and two-layered LSTM is applied for raw data repre-
sentation. The accuracy, precision, recall, and F-measure are reported as 91.82%, 86.21%,
91.52%, and 88.20% respectively.

Recently, Tree-based LSTM is proposed in [78] for SA to overcome the problem in
previous works where sentence structure and respective words carries dependencies among
them were not researched intelligently. Mostly, models are not able to distinguish the change
in meaning when semantics of sentence is altered and called as typed dependencies which are
related to sentence structure. Relation gated LSTMs (R-LSTMs) are utilized to learn semantic
of sentence with dependencies, also used to regulate the hidden state in LSTM. In [48], SA in
big data environment is proposed by using RNNs for fastText. The objective of this study was
to improve the performance of RNNs in automated distributed environment for big data related
to social platforms. The authors show that how we can store, manage, and visualize the data in
real-time coming from different sources where learning takes place in distributed environment.
Moreover, LSTM, Bi-LSTM, and GRU are modified to do the task of text representation and
sentiments classification.
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4.3.2 Application level

Due to the huge popularity of Twitter platform all over the world, notable results are drawn for
different languages of Twitter datasets in textual SA. The literature also traces that there is no
language barrier for the extraction of sentiments or opinions. SA for Chinese Tweets [23],
Japanese [105], Spanish Tweets [4], Arabic [2] have been investigated by various researchers
using RNNs. A global RNN [23] is proposed for Sentiment Classification task on Chinese text
in which outputs of all the timesteps are utilized as features to extract the contextual
information. The aspect-based sentiment prediction comprises two subtasks viz. aspect terms
extraction and identification of sentimental polarity of those extracted aspect terms. Aspect

Fig. 8 DCLSTM architecture [135]

Fig. 9 Architecture of LSTM cell with quadratic connections [140]
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terms for Russian and English datasets are extracted using bidirectional LSTM [130] that
outperforms Conditional Random Fields (CRF).

Eventually, Microblogs attracted the people to express their views on different topics of
interest such as services, products, personalities, etc. RNN is employed to identify the Chinese
public figure using SA [24]. The traditional SA methods for microblogs were not able to
predict the opinion polls for public figures in question. However, parsing-based SA architec-
ture [24] is proposed that jointly use the targeted opinions and their related sentiments to
overcome the mismatching between them. The model comprises three different steps; 1) data
collection, 2) parsing sentiment, and 3) aggregating opinions, wherein RNN is used for
sequence labeling task for the input, as illustrated in the Fig. 10. Context attention-based
LSTM (CA-LSTM) [41] is developed to process the microblogs as a sequence; a hierarchical
structure to handle microblogs and attention mechanism for words and by providing different
weightages to tweets, in SA process. Further, a short text SA for word vocabulary using word
sensitive LSTM is presented in [58]. The underlying keywords influence the semantics of a
given document. The modified LSTM and GRU are used in enhancing the memory of
keywords. Additional information i.e. keywords are passed to the input gate and forget gate
change those inputs. The performance is evaluated on SemEval-2016 and IMDB and the
proposed model outperforms the basic LSTM.

The SA is not only be applying to tweets as a parameter but can also be applying to
different dimensions such as volume, sentiment, and influence of tweets. A three-dimension
information diffusion model for SA is demonstrated that recognizes the patterns and modeled
to quantitatively predict on Twitter datasets [51]. The time series clustering is utilized to
discover various patterns and LSTM is used as a prediction model. The results obtained using
LSTM are better as compared with ARIMA [54].

Furthermore, deep learning is also used for analyzing the people health issues. The
personal experience tweets are very important for health surveillance. Well annotated balance
dataset is the first and foremost requirement for such mining, proven to be a labor intensive
task. Authors present a filter based machine learning approach capable of producing such
tweets and maintaining balance among the classes with a reduced annotation work [65]. A new
approach is investigated using combination of word embedding and LSTM to identify SA of
medicine information and consumption based tweets [66]. The word embedding is used for

Fig. 10 Parsing-based SA architecture for microblogs [24]
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dense vector representations using vector space model as an index for tweets and LSTM is
employed for sequence processing and classification.

The correlation between stock market and sentiment has been studied in [89]. The SA using
RNN for the prediction of stock volatility and factors affecting the stock volatility such as sports,
weather, election, political drama, etc. are discussed. For each online financial post related to specific
stock, a sentimental score is computed by the proposed model. The accuracy of the SA prediction is
improved using deep learning methods for Google Play consumer reviews [30]. The LSTM cell is
used for the SA process whereas LSTM is utilized to train the predictionmodel. Themodel achieves
an accuracy of 94% that outperformsNaïve Base (NB) (74.12%) and SVM (76.46%). Nevertheless,
predicting the stock price correctly on given day is a challenging task. The stock price prediction
based onwavelet transform and LSTMwith attentionmechanism is presented in [112]. Thewavelet
transform is used for denoising the historical data and perform the data normalization. Moreover,
LSTM-attention applied to predict the final sentiments.

A personalized framework for individual-centric SA uses the individual’s past history is
proposed in [47]. All individuals consist some set of uniqueness which is the basis of this
framework. Each individual have different lexical choices i.e. an indicator for individual for
predicting relations between the documents and user sensitivity. The RNN is applied to learn
the individual’s past sentiments, to determine dependence of individual’s topic, and to identify
hidden relations amongst individuals. The deeper understanding of the behavioral aspects of
an individual is modeled in predicting SA.

To mimic the human thinking, reinforcement learning is adapted by [22] on sentences
where sentiment inclination is determined amongst the words. The different LSTMs are
appointed for the identification of activities such as neutral, positive, and negative. Moving
over these LSTMs, sentence-level representation and sequence of sentiment in word-level is
obtained which is used for sentiment classification. In [107], sentence-level sentiment predic-
tion is demonstrated which targets the challenges of finding information from text associated
with subjectivity. The two models are used to do the comparative analysis i.e. LSTM with
dense layer and deep feedforward NN with pooling.

The summarization of SA using RNNs based on SA Tasks, key characteristics, and dataset
used, is presented in Table 5.

5 Sequence models in visual sentiment analysis

Visual SA refers to the extraction and analysis of the associated polarity or emotions depicted
in the visual inputs. Visual inputs may be images or videos, posted on any social media. The
sentiment polarity and fine-grained classification with the help of visual features of images or
videos may sometimes overcome the linguistic barrier. In this section, we present the chal-
lenges and applicability of RNNs in visual SA.

5.1 Challenges

Categorization of the visual input is characterized on the basis of the count, size, and strength
of various features. The visual SA determination challenges can be broadly classified into four
categories: 1) features identification and extraction, 2) heavy computation for the processing of
high-resolution data, 3) Integration of the processed features, and 4) extraction of the polarity
and associated emotions from these processed features.
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Intra-class variance is very large in visual SA determination as positive or negative
emotions may map to millions of objects as depicted in Fig. 11a. View, flower, and bird are
three very different objects, but all belong to the same positive sentiment. Emotion or
sentiment corresponds to high-level abstractions and subjectivity for a visual input [8]. These
high-level abstractions may also demand additional knowledge in viewers. In other words,
visual SA determination is another layer superimposed on the object recognition task. How-
ever, with little change in the image, sentiment polarity and the associated emotion may be
completely reversed in visual SA, which is not the case in object recognition. As shown in
Fig. 11b, the object is same in each image, i.e., baby, but they have opposite polarity of
sentiment. Sometimes, visual SA may be considered simpler as compared to image classifi-
cation only in the context of the number of output categories, i.e. two to three in a coarse-
grained SA and approximately five to eight in a fine-grained SA. However, according to [37],
the categorical outputs for ED are quite large, i.e. 24 emotions.

Fig. 11 a Intra-class variance, b Object with different sentiments
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Another aspect is the human thinking ability over the visual input. Two persons may have
totally different sentiments regarding the same visual input. These become worse in acquisition
of labeling the visual entity. Mislabeled input is one of the major sources of noisy inputs in
visual data processing. Other sources of noisy inputs in visual SA may include deteriorated
images and annotations discrepancies. In some images, polarity and emotion is reflected by a
complete spatiality of the image such as that of a pleasant environment. However, in some
images, polarity and emotion are completely dominated or determined by only a little spatial
part of an image such as that of a barking dog.

5.2 RNNs in visual SA

Visual SA is gaining importance due to the rapid increase in visual contents on social media. The
prediction of SA on images is challenging task and is discussed in [21]. Representing information
using visual aids plays a vital role in analysis and decision making. In [60], different visualization
techniques are used for SA to generate the sentiments or opinions fromTwitter dataset ofGovernment-
Citizen interactions. The similar study is conducted in [92] on visual analysis of geo-located Twitter
data for sentiment visualization. This model is a combination of SA and geographic visualization.

To deal with visual pattern, RNN was applied as a predictive model for generating and
recognizing dynamic visual patterns under predictive coding framework with principle of error
minimization [26]. The predictive multiple spatio-temporal scales RNN (P-MSTRNN) is an
extension of [129], wherein no prediction mechanism was present but with P-MSTRNN, we
can learn, generate, and recognize the patterns. Moreover, P-MSTRNN consists of context
layers utilizing CNN and Deep CNN for feature extraction. Sigurdsson et al. [124] presents an
automatic identification of sentiments from visuals inputs (images) using RNN. Skipping RNN
(S-RNN) framework does not predict every data point in the given sequence as in case of
simple RNN. An efficient sampling method is adopted to discover the accurate storyline i.e.
skip through the images. S-RNN outperforms LSTM for its learning capability of long-term
correlations and recognition of latent storylines. In addition, high correlation problem between
consecutive images or photos is overcome by S-RNN.

The fundamental challenge in visual SA is the recognition and identification of contents.
Sentiments are predicted using Long-term Recurrent Convolutional Network (LRCN)model [36]
wherein visual features are extracted from visual input through CNN and layers of LSTMs are
applied for sequence learning. The LRCN can be applied to various tasks which are shown in
Fig. 12. Furthermore, various methods only focus on visual information present in the video in
SA. To generate accurate descriptive sentence, we need to incorporate the audio cues in
synchronization. The impact of short-term and long-term dependencies is utilized and visual-
audio mix-modality model employ the extended RNN with internal memory to preserve the
important information [49]. The sentiment i.e. positive, negative, or neutral is discovered from an
image, the methodology for SA is presented in [132]. The sentiments from the text are utilized for
classification of visual sentiments. A LSTM-SVM based model is adopted; LSTM used for
features extraction and storing temporal dependencies whereas SVM acts as a classifier.

Automatically generating sentiments from an image has two challenges i.e. language and
vision. The model is proposed [97] to generate captions with sentiments i.e. positive or
negative from a given image. A switching RNNmodel is presented with word-level regularizer
wherein a combination of two parallel CNN-RNNs is used. One is used for accurate word
generation and other for sentiment classification. Here, RNN consist of series of LSTM cells
and switching takes place between RNNs.
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An aspect based SA is the fundamental task that predicts the sentiment polarity based on
given aspect. The proposal for aspect based SA for images and text is discussed in [146]
wherein information indicated in image is suggestive to text. Multiple correlations are captured
from the different modality data based on; 1) aspect-level SA, 2) aspect impact on text and
image, and 3) relation between text and image. Multi-Interactive Memory Network (MIMN)
consists of Bi-LSTM which is used for aspect feature embedding and textual and visual
memory building. The textual and visual attentions are used synchronously from respective
memory model i.e. textual and visual memory model, for learning efficient interaction.

Nevertheless, it is found that the use of unicode for expressing emotions related to sentence
is increased and standardized. The emojis utilization is common that are best way to express
emotions in sentences. A new model is proposed [131] that identify the emojis as labels for the
given sentences. GRU as recurrent network is utilized as an encoder for sequences and decoder
for word embedding. Moreover, encoder-decoder network works as a classifier for predicting
the correct emojis. Furthermore, recognition of emotion from image using features fusion is
demonstrated in [168]. The emotion in image can be affected by various attributes such as
object texture and color, etc. These features taken independently at different level with their
dependencies and then features are fused. The CNN and RNN based model [168] is utilized for
emotion detection wherein CNN is utilized for feature extraction at different levels and features
fusion is performed by Bi-RNN. Result reported on datasets Art photo and Internet Image
using CNN and Bi-RNN highlights 7% increase in performance compared to similar work. In
[85], hierarchical combination of CNN and RNN is analyzed which is the extension of
previous work by [168]. Here, CNN is applied to learn features from various levels i.e. local
to global and the stack of Bi-RNN are utilized to aggregate the features at different level by
discovering the dependency of features at various levels. After experimentation, an improve-
ment of 13.2% is achieved over [168] on different datasets.

6 Sequence models in multimodal sentiment analysis

The researchers applied the RNNs not only for textual or visual SA but for the combination of
text, video and audio modality i.e. multimodality. The some of the notable research is
highlighted in this section for multimodal SA.

Fig. 12 LRCN Model [36]
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6.1 Challenges

Multimodal SA is the extraction of associated sentiments and emotions from the multimodal
inputs. Nowadays, most of the posts or blogs on social media are multimodal i.e. more than
one modality is associated with the data, mostly the combination of textual and visual. Though,
training of the deep neural network for multimodal SA is difficult, accuracy is enhanced
considerably on the other hand, if the model is trained properly. In the previous two
subsections, we explored the techniques for unimodal SA i.e. for textual and visual input
separately. The challenges in the feature extraction and processing of multimodal SA can be
categorized as follows:

A Processing of joint modality is the first challenge in multimodal SA i.e. how should we
separate out the modalities? In addition, multimodality seems to be computationally
expensive as we have to separately extract and process the features for each modality.

B Features extraction for multimodal SA also plays an important role. In other words, each
modality is processed individually. The next question is that up to what extent they are
processed individually? The first option is that extracted features are combined and these
combined features are provided as input to the classifier. It is much more challenging to
merge the features having different modalities and these different modalities should be
consistent in terms of depicting the same subject. Second option is extracted features are
provided to different SA engines/classifiers depending on the modality and local sentiment
scores/decisions are combined to form a global decision. These two methods are known as
feature level fusion and decision level fusion respectively, as illustrated in the Figs. 13a
and b respectively.

C Assigning weightages to each modality is another important point to be considered
carefully. In feature level fusion, feature vectors of highest weightage modality will be a
dominating entity in the fusion process. Sentiment score of the highest weightage modality
should also be taken care in decision level fusion while clubbing different sentiment
scores.

6.2 RNNs in multimodal SA

An emotional state corresponding to the user is identified rather than a positive or negative
sentiment from the sentence description [56]. The images are handled by inception model and
LSTM is used for word embedded in text processing. These outputs are directed to the dense
layer for the generation of more appropriate sensible list of words by which emotions are
detected automatically.

In [6], different feature learning approaches/models based on neural networks such
as skip gram and denoising autoencoder are investigated for the Twitter Multimodal
Dataset in SA determination. An extension of CBOW is proposed that learns textual
features using concurrent vector representation and visual features with the help of
denoising autoencoder. Machine learning approaches in combination with language
based formalization is proposed for extracting sentiment polarity from multimodal data
wherein formalization of data for the experimentation is performed using multimodal
language [17].
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Feature vectors from textual, visual, and speech modality are extracted and combined to
represent the effective multimodal features [110] i.e. authors select video clips of speaking
people for this experiment. In addition, a comparative study between the two aforementioned
fusion approaches is presented. In feature level fusion, authors add modality in the incremental
fashion, and accuracy is marked for each combination of modalities. Both of these approaches
outperform to the state-of-the-arts. Authors also conclude that selection of important i.e.
dominating features from each modality is very important task in multimodal SA.

Liu et al. [90] developed a multimodal fusion method wherein a low-rank tensor is adopted
instead of regular tensor due to exponential growth in dimensions and high compute com-
plexity while transforming input into tensor. Another tensors flow network in [154] demon-
strates the use of dynamics i.e. intra-modality and inter-modality for end-to-end fusion which
analyze sentiments represented in unimodal, bimodal, and trimodal forms. Here, LSTM is
utilized for learning language representation over the time from GloVe [71] word vectors.

Pre-trained CNN model on Imagenet [150] is employed to fine-tune the CNN for visual
portion of the multimodal input [32]. Textual features associated with each image are learned
through distributed representational word embedding. Multi-modality regression model is
employed to impose the consistency among all the modalities. In this series, logistic regression
is employed to fuse the probabilistic results of textual and visual modality [151]. Sentiment
prediction on text are having more accuracy as compared to visual SA, therefore, more
weightage is assigned to textual sentimental score and textual features in decision-level and
feature-level fusion respectively.

To date, SVM was the only model in single kernel category for fusion of different features
i.e. modalities. Multiple Kernel Learning (MKL) is a feature selection method where similar
features are grouped and each group has its own kernel. Multiple kernels are employed for
fusing the audio, video, and textual modalities [111] on YouTube videos. Temporal CNN is

Fig. 13 a Feature level fusion, b Decision level fusion
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employed for capturing the video features in which visual input is considered in the form of
five to ten seconds utterances. Each utterance is annotated with a coarse-grained polarity.

The more complex multimodal analysis is face-to-face communication. Human can easily
understand the words, gestures, and tone in face-to-face communication to comprehend the
sentiment of each modality. The neural network based approach called Multi-Attention
Recurrent Network (MARN) proposed in [156] that understands communication in all mo-
dality and generates the corresponding true sentiments. The LSTM is used for each modality as
a memory i.e. each modality will store view-specific dynamics and cross-view dynamics.
Subsequently, Seq2Seq Modality and Hierarchical Seq2Seq Modality translational models for
multimedia data are presented in [109] which are used for multimodal representation learning.
The RNN/LSTM is utilized in various phases as modality encoder, modality decoder, and
sentiment predictor. Moreover, the multimodal SA is further utilized for the task of personality
detection from text [94] and identification of regions of interest of audio signals from songs
data [1].

Nevertheless, the nonverbal behaviors, visual and acoustic patterns are analyzed and
sentiments are recognized by using nonverbal sub-word and dynamic word representation
[133]. The separate LSTM is adopted to compute visual and acoustic embedding correspond-
ing to word embedding. For sub-word sequences, modality-specific LSTMs are used. LSTM is
also applied as a sentiment predictor in the last phase when multimodal word representation is
done for each modality. This fine-tuned model behaves like having the human understanding.
Majumder at el. [95] applied the GRUs for multimodal SA in which unimodal features are
fused in hierarchical manner. The GRUs are utilized at the starting layer of hierarchical model
for the generation of context-aware features for video, audio, and text respectively. Then
textual features are extracted using CNN from each utterance, openSMILE [39] is adapted to
extract audio features, and 3D-CNN [64] is applied to extract the features from videos. The
performance is evaluated on Carnegie Mellon University Multimodal Opinion-level Sentiment
Intensity (CMU-MOSI) [157] and Interactive Emotional Dyadic Motion Capture (IEMOCAP)
[16] along with an accuracy of 80.0% and 76.5% respectively. Another, use of RNN for
multimodal SA is highlighted where Bi-GRU multimodal attention platform is presented in
[42]. Here, contextual information plays a vital role in multimodal SA related to text, audio,
and video. Subsequently, attention mechanism is applied on multimodal data to capture
underline features amongst them. The benchmarking results are obtained on CMUMultimodal
Opinion Sentiment and Emotion Intensity (CMU-MOSEI) and CMU-MOSI with respective
accuracy of 79.80% and 82.31%.

Recently, multimodal SA is proposed by [142] wherein complex correlation between text
and image has been investigated. The semantic and visual attention is adapted to identify
words and regions of emotion from image-text pair. The multi-level interaction between
semantic attention and visual attention give the visual features and vice versa. Further, these
features jointly predict the correct sentiments from multimodal input. Moreover, CNNs is
applied to find region maps and LSTM is used as an encoder for sequence of texts. Similarly,
semantic and visual contents correlation is utilized to extract the promising features from
image-text pair using attention fusion in multimodal data [59]. Two independent unimodals
with attention mechanism are applied to acquire effective sentiment classifiers for text and
image respectively. Moreover, the semantic attention is captured by LSTM and visual attention
is extracted using CNN. Then these multimodal and unimodal attentions are fed to fully
connected layer afterwards sentiments are predicted and then these predictions are fused for
final sentiment. Almost similar performance is reported as compared with [142].
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The context of discussion or talk between persons across the multimodality is the chal-
lenging task i.e. to infer the significance and association amongst the modalities. The model
proposed in [122] consist of three components viz. state GRU (sGRU) is adapted for
interlocutor state, context GRU (cGRU) is employed for context of discussion or talk, and
emotion GRU (eGRU) for taking care of emotions representation. Further, significant modal-
ities and related fused modalities based on pairwise attention for the detection of sentiment
over time is utilized. In [143], a hierarchical fusion model to deal with multimodal correlations
amongst texts, images, and respective social links for better analysis of sentiment is proposed.
LSTMs are used in three level i.e. word-, sentence-, and paragraph-level to extract the features
from text. CNN is utilized for feature extraction and weighted network are applied to find the
weights of social links. The fusion of node embedding and extracted features is performed by
MLP to capture sentiment. The investigation reported by this method outperforms other
baseline methods.

Mattia Atzeni at el. [5] presented ensemble method based on Bi-LSTM and neural
attention approach for the classification of sentiment polarity. The higher weights are
considered to hidden states for important words while applying attention mechanism.
Hence, word embeddings and attention mechanism are important in sentiment classi-
fication by producing original embeddings for words. In this model, Bi-LSTM is
employed to fine-tune word embeddings based on sentiment polarity and MLP is
adapted for attention mechanism. Moreover, proposed model is applied on humanoid
robot for the prediction of sentiment related to interacting or talking person. These
results are presented in European Semantic Web Conference (ESWC) 2018 Challenge,
shows that the ensemble model gives better results compared to other systems in the
challenge. In [18], modalities features are extracted and prominent features directed to
common AffectiveSpace i.e. cluster of diverse emotions. Here, affective commonsense
in English text is represented by vector space called as AffectiveSpace. Once, degree
of emotion is predicted using fuzzy classifier and concept classification determination
by RNN, then combined result is utilized for final emotion prediction. The 24
emotions can be easily predicted with significant improvement in accuracy varies
from 10% to 20%. Nevertheless, sentiment prediction in conversations is another
challenging task in which emotions of speaking person changes dynamically. A
framework using quantum computing (QC) and LSTM with quantum theory mathe-
matics is developed by [161]. This multimodal fusion for decision making captures
the relations between each utterance. The system outperforms other models evaluated
on IEMOCAP and Multimodal EmotionLines Dataset (MELD) datasets.

We show the summarization of various models in the literature for multimodal SA based on
proposed model, compared models, key contributions, datasets, and results obtained in Table 6.
Moreover, some suggestions and future directions to apply RNNs in sentiment analysis for
multimodal data is also presented in Section 7.

7 Summary and future directions

In this article, we reviewed the latest findings of more than 150 articles on the SA and its
related tasks. Depending on the input nature, two unimodal inputs i.e. visual and textual and
the combination of this as a multimodal input is sketched along with the various aspects of
them. We presented the challenges, applications, issues, and recent advancements in textual,
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visual, and multimodal SA using sequential deep neural networks viz. RNN and its architec-
tural variants. The architectural aspects and applicability of these models for SA and related
tasks have been investigated in detail. For each unimodal input i.e. textual and visual, we
explore state of the arts using RNNs. We also summarized the relevant surveys/review that
covers the different dimensions of SA such as challenges, its categorization on theoretical and
technical basis, and various machine learning and deep learning based models for SA. On the
application point of view, we presented the various applications of SA, different applications
of RNNs in various domains, and lastly the detailed applications of RNNs in textual, visual,
and multimodal SA.

Textual SA processes large unlabeled text using unsupervised fashion or labeled
input using supervised manner, and extract huge semantic information using these
deep models. In our review on textual SA, we basically focused on the various
subtasks for which RNNs were employed. These subtasks include embeddings, refine-
ment of embeddings, classification, feature extractions, contextual information, etc.
Visual SA extracts more abstract features via deep CNN and features are extracted
from a sequence of visual frames using RNN, LSTM, and its variants. The multi-
modal SA processes each modality separately at feature level or decision level, and
finally uses any appropriate model to join these individual modalities to generate
cumulative SA score or polarity. Improved results have been obtained by employing
architectural variants in the deep models in textual, visual, and multimodal SA. The
architectural variants of RNNs via changes in the different gating mechanisms of the
cells are also experimented in the course of improvement of SA process. It may be
considered as a trade-off between the cell complexity as a function of tensor opera-
tions and the model performances. In addition, we also presented a consolidated
tabular summarization of the textual and multimodal SA illustrating the model,
previous models with which the proposed model are compared, important character-
istics or contributions of the proposed model, underlying datasets, and results obtain-
ed, provides a clear reflection of the recent trends and approaches. However, we could
not perform the same for visual SA due to the comparative lesser literature present on
visual SA specially.

Recent advancements in the deep models are having the scope to further optimize
these tasks. Some of these may include efficient architectural designs, ensemble
architectures, auto-search of optimal hyperparameters in space, improved convergence
approaches in deep neural networks, etc. Efficient representation of the input has an
indefinite scope of improvements in the context of these tasks under the hood of deep
models. As an architectural advancement in RNNs, deeper RNNs, multidimensional
RNNs, Recurrent convolutional Neural Networks, and bidirectional architectures
should be rigorously explored in the SA process. LSTM is considered as a most
remarkable successor of RNNs. However, we found the lack of uses of other member
of the LSTM family in the SA determination in the literature such as Grid-, Differ-
ential-, Local-Global, S-, Stacked-, Matching-, and Frequency-Time LSTM.

Moreover, we identify the future directions and applications of multimodal SA for
the study of emotions in the area or sub-domain like psychological studies and
investigation of people where the structure of emotion can be utilized to predict the
people’s emotions. Also, multimodal SA can be applied in modeling the human
language in the domain of language and speech processing, multiple speakers in a
video, and image captioning.
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