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Abstract
Face detection by low-resolution image (LR) is one of the key aspects of Human-
Computer Interaction(HCI). Due to the LR image, which has changes in pose, lighting,
and illumination, the performance of face recognition is reduced. In this work, we
propose the Deep Belief Network-Crossover based Firefly (DBN-CROFF) method for
face recognition from low-resolution images. The Histogram of Gradient (HOG) and 2-
Dimensional Discrete Wavelet Transform (2D-DWT) to extract facial width, size of the
cheeks, skin tone, nose, and lip shape features from facial data. The Kernel Principle
Component Analysis (k-PCA) is used to successfully reduce the dimension of the feature.
The experimental performance of the proposed method is evaluated using four datasets
namely LFW, Multi-PIE, Extended Yale-B, and FERET with conventional techniques.
Finally, the proposed DBN-CROFF solution surpasses the other conventional facial
recognition approaches by giving a higher accuracy of recognization.

Keywords Low-resolution image . Face recognition . Facial features . DBN . CROFF

1 Introduction

One of the important research fields in computer vision is face recognition that made many valuable
contributions in recent years. Face recognition systems are used to recognize a person from a mug,
video, shot, and digital images. Recently, most commonly and popularly used biometric technology
is face image recognition. Generally, the face recognition model mainly concentrates on large
sufficient frontal faces that consist of enough data for recognition [11]. The attributes of face
recognition technologies are significantly higher reliability and low invasiveness of the acquisition.
One of themajor challenges faced by the facial recognition systems is the identification of faces from
the LR images [40] captured from a longer distance. The discriminate face properties are tainted due
to the low-resolution image that considerably reduces the traditional face recognition accuracy.
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Practically, the face recognition model deals with poor image quality or low resolution (LR)
images and also larger variations in lighting conditions, facial expressions, and pose. Hence,
the face recognition using low resolution is a challenging task. The conservative face recog-
nition models are working well for high-quality images under suitable environmental condi-
tions [1]. By using deep learning methods, the high-resolution face images produce over 99%
of recognition rates. Nevertheless, face images including limited information, which for Low-
Resolution Face Recognition(LR-FR) [26, 39] are different from others. If the face resolution
is poor, the identification rate decreases significantly. The challenging issues in face recogni-
tion are due to face misalignment, noise effects, and lack of resolution robust features. Hence,
it is a challenging research area in pattern recognition and computer vision [2, 5].

Real-time and high reliability with automatic face recognition is difficult in the computer
vision community. The deep learning models have been widely used to enhance low-
resolution face recognition performance in past years. LR image features are optimized using
different methods and these methods adopt different parameters to optimize the LR images
[21]. Most of the works are focused on LR image transformation into a high resolution (HR)
image that is applied to enhance the quality of the LR image. The photos with super-resolution
are used as a way of reconstruction for the HR images of the particular LR test image and the
identification of the face. Although, face recognition methods efficiently deal with machine
learning algorithms such as Deep Convolutional Neural Network (DCNN), Convolutional
Neural Network (CNN), and Deep Learning (DL) algorithms [40]. In recent years,
evoluationary methods has been achieved better performance in enginnering applications [3,
4, 25, 16, 17, 28, 29, 32, 33, 30]. In this paper, we suggested the Deep Belief Network-
Crossover based Firefly (DBN-CROFF) method for LR-FR. The major contribution of this
research is summarized as shown below:

& The exploitation capacity of Firefly Algorithm (FA) is improved with the usage of
crossover operation and the newly developed algorithm is named as Crossover based
Firefly (CROFF) algorithm.

& The Histogram of Gradient (HOG) and 2-Dimensional Discrete Wavelet Transform (2D-
DWT) to extract facial width, size of the cheeks, skin tone, nose, and lip shape features
from facial data.

& The kernel- Principle Component Analysis (k-PCA) is utilized for dimensionality reduc-
tion. We used LFW, Multi-PIE, Extended Yale-B, and FERET dataset for experimental
analysis.

& The proposed DBN-CROFF method with FERET, Extended Yale-B, Multi-PIE, and LFW
dataset provided 93%, 95%, 90%, and 89% accuracy rates

The remainder of this paper is arranged in the following structure where the literature review is
specified in Section 2 and section 3 formulates the Crossover based Firefly (CROFF)
algorithm. The proposed DBN-CROFF method for face recognition is explained in section
4. Section 5 addresses the results and Section 6 concludes the paper.

2 Review of related works

A novel approach for LR-FR was presnted by Shakeel Saad et al. [26]. Initially, the sparse
error matrix and low-rank matrix are decomposed. By using the sparse coding based algorithm
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to learn the projection matrix. The similarity between the query image and projected gallery
image features are determined with the usage of the coefficient vector depending upon the
linear regression. The novel pre-processing model such as a morphological model was
developed to enhance the visual image quality. Experimental results demonstrated a better
and accurate LR face recognition model. Zangeneh et al. [39] proposed a deep convolutional
neural network (DCNN) based novel coupled mappings to recognize the face from an LR
image. By using non-linear transformation, the DCNN is divided into two sections that map
low and high-resolution images into the common space. A total of 14 layers are used
corresponding to the LR image transformation. The network training is performed by the
backpropagation of low and high images correspond to the distance between the features. The
recognition performance is improved in terms of visual quality than other methods.

A multi-scale patch-based feature learning (MSPRFL) model was developed by Goa et al.
[8], which can solve the LR face reorganization problems. Using training datasets, the
MSPRFL model generates multi-stage data to a specific, reliable feature resolution model that
minimizes discrepancy in resolution. Several common face data sets are used to improve the
MSPRFL model’s efficiency in LR facial recognition. Marciniak et al. [22] used a novel
method to identify a face from an LR image and also the reliability of the real-time system is
analyzed. This research results in the identification of the face and the extraction of the facial
features in the image. The influence of LR-FR provided higher recognition performance.
Discriminant Correlation Analysis (DCA) for LR face recognition was suggested by
Haghighat et al. [10]. The feature correlation in high and LR images is analyzed by using
Discriminant Correlation Analysis. At the same time, the DCA method maximizes the
correlation between both feature sets. The DCA is effective in real-time application and offers
better performance in face recognition.

Ullah et al. [31] proposed a new method to identify LR and occlusive facial images almost
in real-time. The facial images that appear in multimedia applications typically have the
following characteristics, such as posture, occlusion, expression, LR, and uniform illumina-
tion. There are 68 points to trace the input face image for face recognition operation. Linear
Discriminant Analysis and adaptive booting models are generated for feature extraction and
the face feature classifications are performed via classic nearest center classifier. A sharped
classifier deep neural network with multi hierarchy loss was presented by Sun et al. [27]. They
also suggested a shared classifier between LR and HR face images. Multi hierarchical loss is
integrated into intermediate layers and intermediate feature overuse is used to avoid reductions
in accuracy and also to enhance face recognition performance.

3 Formulation of crossover based firefly algorithm (CROFF)

In this section, we formulate the Firefly algorithm and Crossover operation namely Crossover
based Firefly Algorithm (CROFF).

3.1 Firefly optimization algorithm (FA)

The light emission ability of fireflies is inspired by Firefly Algorithm (FA) [34]. The different
goals such as food search and reproduction are achieved by initiating inter-firefly communi-
cation. In order to solve the optimization problems, the light intensity produced by fireflies
with the objective function (fitness), is said to be optimized [23]. The light intensity emitted by
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the firefly I(d) based on the physics rules of lights. The fireflies at distance d are determined
using Eq. (1).

I dð Þ ¼ I0
d2

ð1Þ

From the above equation, the light intensity created at the light source is represented asI0. At
distance d, the light intensity I and the absorption coefficient of the medium are χas explained
in Eq. (2).

I ¼ I0exp −χd2
� � ð2Þ

Here, the distance between the light observation pint and the light source is denoted asχ. Light
intensity is correlated with the attraction of the fireflies in FA.

A ¼ α0exp −χdnð Þ n >¼ 1ð Þ ð3Þ
The attraction value located at a zero distance is taken as α0 and as shown in the following
equation, the Euclidian distance between two butterflies(ai andbj) is estimated as follows

dij ¼ ai−bj
�� �� ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
k¼1

r
ai;k−bj;k
� �2s

ð4Þ

The firefly position is changed in each generation based on Eq. (5).

Y i ¼ ai þ α0exp −χd2ij
� �

ai−bj
� �þ βε ð5Þ

Therefore, the randomization parameter is χand ε is the random number obtained using the
Gaussian distribution. The randomization parameter is used to control the solution search
space.

3.2 Crossover based firefly algorithm (CROFF)

The exploitation capacity of Firefly Algorithm (FA) is improved with the usage of crossover
operation and the newly developed algorithm is named as Crossover based Firefly Algorithm
(CROFF). The “DE/Best/1”mutation model there in the Differential Evolution (DE) is utilized
by crossover. The parallel direct search model in DE utilizes the NP-D dimensional parameter
vector [38].

bj; I ; j ¼ 1; 2;……;NP ð6Þ
According to Eq. (6), the total number of generations used on NP is I and the target
vector bj. Hence, the NP value becomes constant, and taking the weighted difference
among two population vectors in DE creates a new parameter (i.e. mutation). The
parameters of mutated vectors are added with another predetermined vector parameter
to form a trial vector. The crossover is the mixing of these parameters. The global
optimal solution of the reference point is set by using “DE/best/1” then select two

individual solutions such asAt
d1 ¼ Bt

d1;1;B
t
d1;2;…………;Bt

d1;k ; ::………;Bt
d2:D

h i
and At

d2

¼ Bt
d2;1;B

t
d2;2;…………;Bt

d2;k ; ::………;Bt
d2:D

h i
to obtain the weight difference that is

represented in Eq. (7).
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Vt
d;k ¼ gaAd þ rand 0; 1ð Þ � At

d1;k ;A
t
d2;k

� �
ð7Þ

Hence, the mutant solution is d = 1,2,...., NP, k = 1,2,..., D,

Vt
d;1 ¼ vtd;1; v

t
d;2; :………; vtd;k ; ::…………; vtd;D

h i
. The global optimal solution of dth compo-

nent is gaAd. Thereafter, calculate the new velocity of each solution in the evolution procedure.
The novel crossover operation is executed as CROFF that combines the promising data.
Therefore, the crossover operation utilized in the proposed CROFF algorithm is explained in
Eq. (8).

Btþ1
d;k ¼

Bt
d3;k þ Vtþ1

d;k ; if rand 0; 1ð Þ < CR

gaBd þ rand 0; 1ð Þ � Bt
d1;k ;B

t
d2;k

� �
otherwise

(
ð8Þ

Here, the crossover rate is CR that manages the inheriting probability from the new location. In
the final result, the CROFF has inherited some components from the new position’s current
solution. Some parameter utilizes the “DE/Best/1” mutation model for the probability of (1-
CR) with a new solution. The CROFF can accomplish optimal exploitation ability as the “DE/
Best/1” mutation operator denotes good exploitation ability. The CROFF algorithm
pseudocode is formulated in Algorithm 1.

4 Proposed DBN-CROFF algorithm for LR-FR

The proposed DBN-CROFF algorithm for LR image facial recognition, as seen in Fig. 1 is
used to identify the faces present in the LR image. Before passing data into DBN, the proposed
work utilizes various feature extraction and dimensionality reduction process. The facial width,
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size of the cheeks, skin tone, nose, and lip shapes from facial data based on the characteristics
of different faces are obtained for data acquisition. Histogram of Gradient (HOG) and 2-
Dimensional Discrete Wavelet Transform (2D-DWT) is the feature extraction methods used to
retrieve the facial features from the LR image. The information regarding the image gradients
is extracted using HOG to formulate the structure shape in an image [36].

In the year of 2005, HOG was initially used for pedestrian detection. HOG splits the images
intoM ×Moverlapped cell pixels and the cells are arranged like overlapping blocks. Horizontal
and vertical kernels such as [−1, 0, 1]Tand[−1, 0, 1] are used to calculate the pixel gradients
inside each cell. The varying cell size allows the processing of information at various scales.
The orientation details are recorded by using the number of orientation histogram bins.
Histogram to compress the descriptors of the feature arranges a vector of gradients that
generalizes information about the cells. HOG is invariant to photometric and geometric
transformations by normalizing the gradient vectors. The local shape by capturing the gradient
structure and edge are characterized due to HOG and the features are smaller contrasted to
orientation or local spatial bin size that is invariant to rotations and translations.

The image is broken down into a series of simple functions (wavelets) using the 2D-DWT,
which provides information on time and frequency [7]. The set of filter banks implements the
2D wavelet decomposition of an image. Initially, apply the 1D-DWT along with the columns
and rows. The cascaded design of low pass filter (LPF) and high pass filter (HPF) is located in
the filter banks. The four sub-band images such as High High (HH), High Low (HL), Low
High (LH), and Low Low (LL) are the decomposition results. In this work, we utilize ten
different feature vectors including facial width, cheeks size, skin tone, nose shape, and lip
shape to calculate the relevant feature extraction method. This feature vector dimensionality is
again reduced to accelerate the DBN training then the minimized features are applied to the
input of semi-supervised DBN and the recognition rate for different feature vectors is

Fig. 1 Proposed DBN-CROFF algorithm structure for face recognition
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computed. Reduce the HOG and 2D-DWT features of facial width, cheeks size, skin tone,
nose shape, and lip shape that assign ranking based on the accuracy. The proposed DBN-
algorithm is used to predict the most appropriate facial features from LR images with low
computational complexity.

4.1 Kernel principal component analysis (K-PCA) for dimensionality reduction

The extraction of features and the design processes are generally carried out by reducing
dimensionality. The problem of dimensionality is induced by the size of the data and increased
computational complexity. Therefore, owing to the burden of dimensionality the classification
process is complicated and hence reduction in dimension is required. We used k-PCA to reduce
the dimensionality of these features in this work. Initially, all the input points P is mapped into
F(P) in the huge dimensional feature space. The covariance matrix is explained in Eq. (9).

∑F ¼ 1

M
∑
M

m¼1
F Pmð ÞF Pmð ÞT ð9Þ

For the covariance matrix, substitute the above equation into the Eigen equation.

∑Fϕi ¼ χiϕji ð10Þ
Hence, the eigenvector is ϕ and the linear combination of M mapped data points obtains the
eigenvector.

ϕi ¼ ∑
M

m¼1
δm

ið ÞF Pmð Þ ð11Þ

δ ið Þ
m ¼ 1

χiM
F Pm:ϕið Þð Þ ð12Þ

By multiplying F(Pm) in the left side of Eq. (11), which is formulated as below:

F Pnð Þ•ϕið Þ ¼ ∑
M

m¼1
χ ið Þ
m k Pn;Pnmð Þ ð13Þ

From the above equation, the kernel model of internal products of two vectors determined on
the dimensional space F is k(Pn. Pm) = (F(Pn). F(Pm)), where m, n = 1, . ,M. When the value of
n = 1,…, M means the Eq. (13) is the nth component.

χiMχi ¼ kχi ð14Þ
Hence, the M ×Mmatrix is taken as k that comprises of k(Pj, Pi)kernel elements. From this,

χi ¼ χ ið Þ
1 ;……………;χ ið Þ

M

h iT
;where i ¼ 1; :………;M . The eigenproblem of k is solved by

using eigenvector M.

F Pð Þ•ϕið Þ ¼ ∑
M

m¼1
χM

ið Þk Pn;Pmð Þ ð15Þ

The image dimensionality is reduced using kernel PCA (k-PCA) that sorts the points based on
the optimal face feature class. Furthermore, this k-PCA model minimizes the memory
consumption and computational time.
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4.2 Restricted Boltzmann machine (RBM)

One of the important types of generative stochastic Artificial Neural Network (ANN) us
Restricted Boltzman Machine (RBM) that is used to fit the input data probability distribu-
tion. RBM consists of two layers namely the input layer (visible layer) and the hidden layer.
The neurons present in the input layer has a part of input in it. In the input layer, there are
some neurons with input data. The hidden layer [12] also comprises certain neurons that are
identical to the visible layer output. While the neurons in the same layer are limited, the
neurons of the Hidden Layer(S) and the Visible Layer(L) are connected by certain edges.
The energy function completes the probability distribution between the hidden and the
input layers that are known by the RBM. Therefore, the energy function is as shown in Eq.
(16).

E L; Sð Þ ¼ −STW L−cTL−dTS
¼ −∑

j
c jL j−∑

i
diSi−∑

ji
WjiL jSi ð16Þ

Hence, jth visible layer is Lj and the ith input layer is Si. The weight connection between the Lj
and Si isWji. The cj and divalues denote the unit threshold values used for both the hidden and
the visible layer. The below equation explains the joint probability distribution.

P L;Hð Þ ¼ exp −E L;Hð Þð Þ= ∑
L;H

exp −E L;Hð Þð Þ
( )

ð17Þ

The binary units are used in most of the studies. Hence, Lj and Si ∈ (0, 1). The initial j hidden
layer nodes probability is represented in Eq. (18).

P Si ¼ 1jLð Þ ¼ sigmoid di þ ∑
i
WjiSi

� 	
ð18Þ

The probability function of the entire hidden layer is shown below:

P SjLð Þ ¼ ∏
i

SijLð Þ ð19Þ

The activation probability of nodes in the visible layer and the entire visible layers are as
shown in Eqs. (20) and (21).

P Lj ¼ 1jSi
� � ¼ sigmoid d j þ ∑

j
WjiL j

 !
ð20Þ

P LjSð Þ ¼ ∏
j

L jjS
� � ð21Þ

The input vector probability L is the likelihood P(L) over the hidden units. Therefore, Eq.
(22) is set.
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P Lð Þ ¼ ∑
S

exp −E L; Sð Þð Þ= ∑
L;S

exp
�
−E
�
L; S
��( )

ð22Þ

The Deep Belief Network (DBN) objective function is shown below:

L θ; Lð Þ ¼ ∑
L∈D

logP L; θð Þ ð23Þ

Hence, the dataset to train the model is represented as θ ∈ {c, d,W};D. By using Bayesian
statistic theory, the objective function shown in Eq. (23) is used for optimization. Maximize
the log-likelihood to fit the model parameters that solve the optimization problem. By applying
the principle of gradient descent to the objective function, the subsequent algorithms are
derived.

∂logP Lð Þð Þ ∂wji
� � ¼ EP SiL j


 �
−EbP SiL j


 � ð24Þ

∂logP Lð Þð Þ= ∂c j
� � ¼ EP Lj


 �
−EbP Lj


 � ð25Þ

∂logP vð Þð Þ= ∂dið Þ ¼ EP Si½ �−EbP Si½ � ð26Þ

The probability expectations over L under the model distributionP̂ and the empirical distribu-
tion P are EP̂ ⋅½ �andEP[⋅]. The initial terms of Eqs. (24)–(26) are calculated with the usage of Eq.

(18) and (20) for a given RBM. Due to the expectation under the distributionP̂, the second
terms of Eqs. (24)–(26) are cannot be obtained directly. These expectations are calculated by
the implementation of alternating Gibbs sampling. It is not applicable in practice because this
is a time-consuming method. Therefore, the Hinton contrast divergence (CD) and fast learning
algorithm were proposed to overcome this issue and identify the way out. Two tricks are used
to improve the sampling process: (i) Markov chain initialization is finished by using training
sample, (ii) the samples are got from the k-steps of Gibbs sampling (i.e CD-k). When k = 1,
several existing methods have shown the satisfactory performance of the CD. From this, we
implement CD-1 then update the parameters of c, d, and W in the RBM as shown in Eq.
(27)–(29).

Wtmþ1 ¼ Wtm þ γ
�
P SjL 0ð Þ
� �

L 0ð Þ
h iT

−P SjL 1ð Þ
� �

L 1ð Þ
h iT

ð27Þ

ctmþ1 ¼ ctm þ γ L 0ð Þ−L 1ð Þ
� �

ð28Þ

dtmþ1 ¼ dtm þ γ P SjL 0ð Þ
� �

−P SjL 1ð Þ
� �� �

ð29Þ
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Therefore, the learning rate and the time steps are represented as γ and tm. Algorithm 2
explains the pseudocode to train the RBM.

4.3 Proposed DBN-CROFF algorithm for face recognition

The unsupervised model of DBN [20] is composed of m layers. The initial layer is the visible
or input layer with c input vectors and the final layer is the output layer Ol. The layers between
the hidden layers are denoted byO1,…, Ol − 1. The RBMs with the sigmoid function is utilized
to represent the DBN hidden layers. The top activation functions must utilize the regression
function to predict face features. The joint probability distribution over the hidden units and
input vector y are learned using Eq. (30).

P c;O1;……;On� � ¼ ∏
l−1

i¼1
P Ol−1jOj� �

P
�
Ol−1;Ol

�� 	
ð30Þ

Hence, the process of recognition is important and the top layer features are distracted from the
down layer features. These features differ less than raw face image data that is ideal for
inference and informative purposes. Generally, the neural network with the multiple layers is
learned with the help of backpropagation (BP) but it traps into local minima [14]. The DBN is
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deeper due to the larger number of parameters and also the optimization problem is more
difficult. Initialize few good values to the parameters by one possible method to alleviate the
local minima backpropagation scheme. Where the target outputHk ∈ RDfor an input training set
(ci, di), 1 ≤ i ≤ l. The cost function of the training targets is minimized by taking the average
negative log-likelihood.

J Wð Þ ¼ −log ∏l;kP Ol;k jA;W
� �

P Wð Þð Þ� �
¼ −∑

l;k
logP Ol;k jA;W

� �
−logP Wð Þ ð31Þ

Therefore, the A matrix comprises of data al and each linear parameters of DBN present in W.
Thus, the covariance with the zero mean gaussian function is explained as below:

J Wð Þ ¼ 1

2σ2
∑
l;k

Hl;k−Ol clð Þ�� ��2 þWT∑−1
p W ð32Þ

The optimization function of multinoulli distribution is denoted in Eq. (33).

J Wð Þ ¼ 1

2σ2
∑
l;k
Ol;k log Hl clð Þð Þ þWTW ð33Þ

For input cl, the Hl(cl)represents the kth output of DBN. The parameter tuning in DBN is more
important to increase the learning speed. We suggested the CROFF algorithm in this paper to
refine the DBN parameters and it eliminates the inactivity problem during the DBN training
process. The flow chart of the CROFF algorithm for DBN parameter optimization is demon-
strated in Fig. 2.

The proposed DBN-CROFF algorithm for face recognition is explained as follows:

i. Build the training dataset from the input data.
ii. Train the DBN according to the DBN technique mentioned in the section above.
iii. Initialization of CROFF parameters (Fireflies and crossover parameters).
iv. DBN train using different fireflies or CROFF parameters.
v. Evaluate the fitness function of DBN as shown in Eq. (23).
vi. Choose the best firefly and update its position.
vii. Find if the termination condition met or not.
viii. If the condition met then stop the CROFF process and obtain the optimal parameters

otherwise back to step (iv).

The face recognition is influenced by the LR image with poor quality. Hence, the features of
facial width, cheeks size, skin tone, nose, and lip shape are taken from the facial dataset. The
time-series autocorrelation function is implemented to identify the face. From the raw subset,
the autocorrelation function is more helpful to select the informative feature subset and it
constructs the training dataset [19]. Assume that, the raw data series (reduced feature dimen-
sionality) are denoted as Y, where Y = {Y(tm) : tm ∈ T}. The index set is T and Rk is the
autocorrelation coefficient as shown in Eq. (34).

Rk ¼ R Y tmð Þ; Y tm−kð Þð Þ ¼
∑m

tm¼kþ1 Y tmð Þ−Y
� �

Y tm−kð Þ−Y
� �

∑m
tm¼1 Y tmð Þ−Y

� � ð34Þ
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Hence, the mean of Y isY . The linear correlation of timestamp tm and tm-1 are measured
byRk. The topmost features are selected as the candidate variables for face recognition. The
LR images have few spatial dependencies so considering the correlation between these LR
images. Therefore, for identifying the face, the top most features from the LR images are
picked.

5 Result and discussion

This section evaluates the efficiency of the proposed DBN-CROFF algorithm for face
recognition from LR images. The proposed research work is implemented using MATLAB
software. The efficiency of the proposed DBN-CROFF algorithm is assessed by a number of
experimental analyses which is discussed in the following section.

Fig. 2 CROFF algorithm flowchart for DBN parameter optimization
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5.1 Database description

Low resolution face images are collected fromLFW [14],Multi-PIE [9], ExtendedYale-B [35] and
FERET [24]. Therefore, each dataset comprises the image with variations in illumination, lighting
conditions, facial expressions, and pose. In the initial stages of pre-processing theMTCNNwill be
used for detecting and aligning face images [37]. The HR images were mainly taken and
downsampled to obtain the LR images of a specific size in this work. The sample image dataset
for LR-FR is as shown in Fig. 3. Each dataset performance is described in the following section.

Multi-PIE dataset, (c) Extended Yale-B and (d) FERET dataset.

5.1.1 Performance of LFW dataset

The output of the proposed DBN-CROFF with the LFW dataset is evaluated in this section and
facial images in the low resolution are taken in unregulated environments. Fig. 4 demonstrates
the proposed DBN-CROFF performance for face recognition based on the LFW data set. Each
image from the LFW dataset is obtained with different variations in lighting conditions, make-
up, face, and expression. This dataset comprises of 12,469 face images from 47,103 individ-
uals. From this, more than two images present in the 1680 individuals, and also 512 of them

Dataset name LR image FR output

LFW dataset

Multi-PIE dataset 

Extended Yale-B

FERET dataset 

Fig. 3 Sample dataset of face recognition from the low-resolution image, (a) LFW dataset, (b)
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comprise more than 4 images. We randomly select 120 subjects with 4 images that are
collected from the CASIA-Web face dataset for the training process [18]. Provide the two
images that are collected from the LFW dataset to construct the gallery set for the testing
process, and the remaining two are used for the probe set. Note that, both training and testing
datasets are different. The downsampling operation is performed using the low-resolution
probe images of 16 × 16, 20 × 20and 24 × 24 resolutions. Hence, the proposed DBN-CROFF
algorithm outperforms 82.23% accuracy.

5.1.2 Performance of multi-PIE(M-PIE) dataset

Figure 5 explains the proposed DBN-CROFF face recognition performance based on the M-
PIE dataset. The M-PIE dataset contains over 750,000 face images of 309 subjects and the face
images were taken from different sessions. The experiment is carried out on the 04 session
subset. The images comprise 20 illumination conditions under the frontal pose. In this
experiment, a 05–1 camera with 01 recording numbers is used. For the training process,
choose 50 subjects at random and the remaining subjects for the testing process. To construct
the gallery set, each subject with six images is selected, and the remaining 14 images are
included in the probe set. The downsampling technique is used to produce an image size 8 ×
8of an LR sample. The HR images of the M-PIE sample data set corresponding to the LR
images are demonstrated in Fig. 3. The LR image recognition rate at various feature dimen-
sions (M-PIE dataset) is formulated in Fig. 5. The proposed DBN-CROFF algorithm delivers
better accuracy in recognition than other methods.

5.1.3 Performance of extended Yale-B(EYB)

Figure 6 shows the proposed performance of DBN-CROFF face recognition in the EYB data
set. This EYB dataset comprises 2203 photographs of 39 subjects. Every subject consists of 65
photographs taken at different illumination conditions. For the training process, select 15, 20,
and 25 per subject at random. The downsampling operation generates a low-resolution probe
image size of 12 × 12. Fig. 6 shows that the increasing trend and the increasing feature

Fig. 4 Proposed DBN-CROFF face recognition performance based on the LFW dataset
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dimension remains stable. The proposed DBN-CROFF method is compared with existing
CMDA [40], CLPM [18], CDMMA [15], CCA [35], DSR [40], MDS [6] and MMCF [13].
However, the proposed DBN-CROFF method achieves a better and higher facer recognition
rate from the LR image in the presence of an EYB dataset.

5.1.4 Performance of FERET dataset

Figure 7 illustrates the proposed performance of the DBN-CROFF face recognition based on
the FERET dataset. More than 14,801 images from 1020 subjects are in the FERET dataset,
and each subject has pictures with changes in illumination, expressions, and poses. Three
probe sets and one standard gallery set are present in the dataset. The group of gallery set that
comprises of 915 frontal face images is selected. The gallery set with one image per subject is
used that contains 915 images by means of different expressions. Through selecting the
training set, the efficiency of our proposed system is evaluated. The downsampling operation

Fig. 5 Proposed DBN-CROFF face recognition performance based on the Multi-PIE dataset

Fig. 6 DBN-CROFF facial recognition performance based on the EYB dataset
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generates a low-resolution probe image size 12 × 12. The proposed DBN-CROFF method is
compared with existing CMDA [40], CCA [35], CLPM [18], MDS [6] and MMCF [13]. The
proposed DBN-CROFF method despite these challenges surpasses the accuracy of face
recognition.

5.2 Performance of face recognition rate with different sizes

The dimensionality reduction efficiency of the proposed LR-FRwork is outlined in Fig. 8. In this
experiment, we have selected facial width, cheeks size, skin tone, nose shape, and lip shape

Fig. 7 Proposed DBN-CROFF face recognition performance based on the FERET dataset

Fig. 8 Feature dimensionality reduction performance
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feature. Particularly, the experiment is conducted between before feature dimensionality reduc-
tion and after dimensionality reduction. From Fig. 8, the proposed k-PCAmethod provides better
feature dimensionality reduction results than before dimensionality reduction. Finally, the test
accuracies of each feature after dimensionality reduction performance results are higher.

5.3 Performance of face recognition rate with different sizes

The face recognition performances of proposed DBN-CROFF with different image sizes are
designed in Fig. 9. In this experiment, we have chosen different image sizes of LR images such
as8 × 8, 16 × 16and 32 × 32 for face recognition from the LR image. The experiment is held
between different image sizes with four datasets namely LFW, Multi-PIE, Extended Yale-B,
and FERET. From this experiment, we examine that the proposed DBN-CROFF method with
32 × 32image size accomplishes a higher face recognition rate than the other two image sizes.

5.4 Different probe resolution performance of proposed DBN-CROFF

The proposed face recognition rate based on the datasets with various probe image resolutions
are depicted in Fig. 10. This experiment uses sample images of different resolutions for the
proposed method, with and without a morphological pre-processing operation. Here, we used
three different probe image resolutions such as8 × 8, 12 × 12and 16 × 16 with four datasets
namely LFW, Multi-PIE, Extended Yale-B, and FERET. The respective optimal feature
dimensions are selected for validation of the performance of the experiment at various probes
resolutions with a fixed number of training samples per subject. Each of these dataset images
shown better face recognition with optimal probe image resolution.

5.5 State-of-art results

The performance of the k-PCA method suggested for dimensionality reduction is described in
Table 1. Initially, the facial width, cheeks size, skin tone, nose shape, and lip shape feature to
convert the high dimensional features into low dimensional one. In this experiment, the various

Fig. 9 Proposed face recognition rate with different image sizes
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dimension rates such as 5 and 7 are utilized to evaluate the performance of the conventional
techniques. The DBN method is employed with k-PCA, t-Distributed Stochastic Neighbor
Embedding (t-SNE), Locally Linear Embedding (LLE), and PCA. According to Table 1, the
proposed k-PCA (DBN-CROFF) delivers better and accurate performance results than other
existing methods in each feature.

Table 2 shows the state-of-the-art results for facial recognition rate accuracy. In this
experiment, the proposed methodology(Proposed (DBN-CROFF)) is compared with three
conventional techniques namely the Low-rank matrix, and sparse error matrix(LRM-SEM)
[26], Multi-scale [8] and SVM [19] are used. The proposed (DBN-CROFF) extracted facial

Fig. 10 Proposed face recognition rate based on the datasets with various probe image resolutions

Table 1 State-of-art performance with different feature dimensions

Method Feature Identification rate %

5 dimension 7 dimension

Kernel PCA + (DBN-CROFF) HOG of facial width 97.85 97.98
HOG of cheeks size 95.28 94.78
HOG of skin tone 89.95 88.65
HOG of nose shape 93.73 90.77
HOG of lip shape 93.78 92.01

t-SNE + (GSA-DBN) HOG of facial width 83.95 80.84
HOG of cheeks size 70.68 72.52
HOG of skin tone 62.54 53.63
HOG of nose shape 68.86 72.53
HOG of lip shape 70.12 60.02

PCA + (GSA-DBN) HOG of facial width 59.99 56.48
HOG of cheeks size 62.25 64.87
HOG of skin tone 62.68 74.54
HOG of nose shape 54.79 58.82
HOG of lip shape 68.23 67.03

LLE + (GSA-DBN) HOG of facial width 71.52 73.52
HOG of cheeks size 58.78 60.57
HOG of skin tone 72.58 78.92
HOG of nose shape 67.56 50.84
HOG of lip shape 72.67 66.53
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width, cheeks size, skin tone, nose shape, and lip shape features. The FERET, Extended Yale-
B(EYB), Multi-PIE(M-PIE), and LFW dataset provides 93%, 95%, 90%, and 89% accuracy
rates. Also, facial width, mouth, and eye characteristics are extracted using LRM-SEM [26].
The FERET (Fa), FERET (BaBe), M-PIE, LFW, and EYB dataset provided 89%, 91%, 97%,
88%, and 94% accuracy rates. The existing Multi-scale [8] method with LFW, Multi-PIE, and
NUST-RWFR datasets accomplished 72%, 92%, and 67.7% recognition accuracy rates. The
existing SVM [19] method with CK+ dataset provided 92.5% accuracy. However, the
proposed DBN-CROFF method provided higher recognition accuracy than other existing
methods.

6 Conclusion

This paper proposed Deep Belief Network-Crossover based Firefly (DBN-CROFF) method
for face recognition from LR images. Experimentally, the HR images were mainly down-
sampled to obtain the images within a specific size similar to the LR images. LR face images
are collected from four datasets namely LFW, Multi-PIE, Extended Yale-B, and FERET
datasets. The proposed DBN-CROFF method with four datasets performances is evaluated
using existing CMDA, CLPM, CDMMA, CCA, DSR, MDS, and MMCF methods. The k-
PCA method yields higher feature dimensionality reduction results when compared to other t-
SNE, LLE, and PCA methods. Finally, the proposed DBN-CROFF method with FERET,
EYB, M-PIE, and LFW dataset provided 93%, 95%, 90%, and 89% accuracy rates.
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