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Abstract

Digital videos are one of the most widespread forms of multimedia in day to day life. These
are widely transferred over social networking websites such as Facebook, Instagram, What-
sApp, YouTube, etc. through the Internet. Availability of modern and easy to use editing
tools have facilitated the modification of the contents of the digital videos. Therefore, it has
become an essential concern for the legitimacy, trustworthiness, and authenticity of these
digital videos. Digital video forgery detection aims to identify the manipulations in the
video and to check its authenticity. These techniques can be divided into active and passive
techniques. In this paper, a comprehensive survey on video forgery detection using passive
techniques have been presented. The primary goal of this survey is to study and analyze
the existing passive video forgery detection techniques. Firstly, the preliminary informa-
tion required for understanding video forgery detection is presented. Later, a brief survey
of existing passive video forgery detection techniques based on the features, forgery iden-
tified, datasets used, and performance parameters detail along with their limitations are
reviewed. Then, anti-forensics strategy and deepfake detection in the video are discussed.
After that, standard benchmark video forgery datasets and the generalized architecture for
passive video forgery detection techniques are discussed. Finally, few open challenges in
the field of passive video forgery detection are also described.

Keywords Video forgery detection - Inter-frame forgery - Intra-frame forgery -
Passive techniques - Video anti-forensics - Deepfake detection
1 Introduction

Digital video is an ordered collection of images captured by a digital camera. It also contains
audio and other data. People are becoming heavily dependent on multimedia contents in day
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to day life, particularly on digital videos. The surveillance camera is also one of the treasures
of contemporary technology used at offices, homes, and various public places have gained
enormous popularity as an efficient safety measure. It’s been the fact that video footages
are treated as proof in most of the nations against the sort of crimes. Also, due to easy
access to advanced editing software and use of the latest smartphone, it is easy for anyone to
perform the manipulations in digital video and falsify it. The intentional modification made
in the digital video for falsification is called a video forgery, and it may be hard for human
beings to decide the authenticity of those digital videos by the naked eye. Hence, it becomes
essential to analyze and decide if video content is original or modified in order to use as
a piece of evidence in court. Digital forgery detection techniques are therefore needed to
inspect the integrity and authenticity of digital videos.

The digital video forgery detection is a process to validate whether the digital video con-
tents have undergone any intentional manipulation. The techniques to detect the forgery
in a digital video can be generally categorized as active and passive. Active techniques
use pre-embedded information such as watermark or signature to check the integrity and
authenticity of a video. In contrast, passive techniques work in the absence of pre-embedded
data. But in most of the cases, videos do not contain pre-embedded information such as
watermark or signature, in that case, it is tough to detect the manipulation using an active
approach. So, In recent years, passive video forgery detection techniques are getting con-
siderable attention in the scientific community, as depicted in Fig. 1. It shows the pictorial
representation of the publications on video forgery detection using passive techniques over
the last 15 years (i.e., from 2006 to 2020). The selection process of the papers is based on
Query Firing. The keywords such as video forgery detection and video forgery are used to
fire the query on standard digital libraries such as IEEE, Springer, and Elsevier.

Some of the surveys on video forgery detection have already been published: Rocha
et al. [89], Wahab et al. [127], Pandey et al. [84], Sitara et al. [106], Mizher et al. [75],
Singh et al. [104], Johnston et al. [47]. It has been observed in the mentioned surveys that
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Fig. 1 Publications over the last 15 years on video forgery detection using passive techniques
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1) Critical explanation about the topic is missing. 2) Systematic, easy to understand, and
comprehensive survey on passive video forgery detection techniques are not done yet. 3)
Deepfake detection in the video is not discussed in any of the survey paper. 4) All Perfor-
mance parameters used for testing and validation of technique are not described thoroughly.
5) Discussion on standard benchmark datasets for video forgery has not done. 6) Provide
limited research paths for future directions.

Our survey is different from the surveys as mentioned above in a way that a systematic
method is followed in order to perform an exhaustive study on video forgery detection and
delivers the in-depth literature for passive video forgery detection techniques categorized
based on the feature or method used. The major highlights of this study can be precisely
given, as follows,

— Basic terminology related to video forgery detection is introduced.

— The systematic and detailed survey on a passive video forgery detection technique is
presented.

— Anti-forensics strategies and deepfake detection in the video are also discussed.

—  The standard benchmark video forgery datasets are overviewed.

— The generalized architecture of passive video forgery detection is presented.

—  Hopeful challenges and future research direction in the passive video forgery detection
are also discussed.

The paper is catalogued as follows. Section 2 deals with the basic terminology required
for understanding video forgery detection. Section 3 gives a detailed survey of existing pas-
sive video forgery detection techniques. Sections 4 and 5 address the anti-forensic strategies
and deepfake detection in videos, respectively. Section 6 focuses on the detailed analysis
of existing benchmark video forgery datasets. Section 7 presents the generalized architec-
ture design for passive video forgery detection. Section 8 illustrates the discussion and new
challenges in passive video forgery detection. Section 9 covers the conclusions.

2 Basic terminology in digital video forgery
This section presents the basic terminologies need to understand this survey.
2.1 Types of video forgeries

There are several types of forgery present in the digital video, pretty commonly divided into
two subcategories, such as intra-frame forgery and inter-frame forgery. These forgeries can
be performed using video editing tools such as Adobe Premiere Pro, Adobe Photoshop, efc.
Figure 2 shows the types of digital video forgeries.

2.1.1 Intra-frame forgery

In this type of forgery, the original contents of particular frames are manipulated. It is
also called as spatial based video tampering. Some of the intra-frame forgery types are as
follows.

a) Copy-Move Forgery: Itis one of the most common types of forgery performed on digital
image/video [62]. In this type of forgery, an attacker can insert or delete an object from
a video scene. At the same time, it can be used for creating duplicate objects in the
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Fig.2 Types of digital video forgeries

video by copying a portion of the video frame and pasting it to another location either
in the same or the different frame of the video. Therefore, it is also called as copy-
paste forgery or region manipulation forgery. The operations performed in copy-move
forgery can also be used for hiding the desired area in the frame [18, 30]. Figure 3.
shows an example of copy-move forgery in the video, wherein (a) part, the frame region
(a flower) is copied and pasted to the other place in the same video frame (i.e., new
object is created into the video frame). And in (b) part, a keyboard is removed from the
actual video frame, which is highlighted by a yellow curve. Copy-move forgery is also
called it as inpainting forgery which is used for removing certain objects from digital
images or videos and fill that area with matching background content. Inpainting can
be done in one of two ways:

—  Temporal Copy and Paste Impainting: In Temporal Copy and Paste (TCP) inpaint-
ing, forged area filled-up using similar pixels from the adjacent regions of the same

Fig. 3 Copy-move forgery in Video a Frame region (a flower) is copied and pasted it to another place b A
keyboard is removed from the actual video frame which is marked by a yellow curve (also, called as video
inpainting forgery)
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video frame or with the help of the most coherent blocks from the frames adjacent
to the affected frames.

— Exemplar Based Texture Synthesis Impainting: In Exemplar Based Texture Syn-
thesis (ETS) inpainting, the missing areas of a video frame are filled with the use
of sample textures.

b) Splicing: In this type of forgery, a new video frame is formed by photocopying a piece
from one video frame and pasting it to another one. Figure 4 shows an example of
splicing forgery in a video in which new composed video frame is formed by merging
the object of two video frames.

c¢) Upscale Crop: The outer part of the video frame is crop out in upscale crop to remove
some region or object [102]. Figure 5 shows an example of upscale crop forgery
wherein (a) shows the original video frame and (b) shows the frame after performing
upscale forgery (a walking lady is removed).

2.1.2 Inter-frame forgery
These types of forgery alter the order of frames in a video in some of the other ways. Figure 6

shows the inter-frame forgeries in digital video. It is also called as temporal tampering. The
various types of inter-frame forgery are as follows.

Frame 1

Spliced Video Frame

Fig.4 Splicing forgery in video (two different frames are merged into a single frame)
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Fig.5 Upscale crop forgery in video a) Original video frame b) Frame after upscale crop forgery (a walking
lady is removed)

a)

b)

9

d)

Frame Deletion: This type of manipulation purposefully removes some of the frames
in a video to produce false evidence as an unlawful activity. Figure 7 shows the frame
deletion forgery in the video wherein part (a) is an original video sequence, and part (b)
shows the forged video sequence after performing the frame deletion forgery in which
the third and fourth frame is deleted from the original video sequence.

Frame Duplication:

This type of forgery intentionally duplicates some of the frames in a video. Figure 8
shows the frame duplication forgery in the video wherein part (a) is an original video
sequence and part (b) shows the forged video sequence after performing the frame
duplication forgery in which the sixth frame is duplicated in the place of the third frame.

Frame-mirroring is one of the form frame duplication forgery mentioned in [122],
which copies a some of the frames from the input video and pastes its mirrored copy in
the same video at some random locations. Frame mirroring is shown in Fig. 9 wherein
(a) part shows the original video sequence and (b) part shows the forged video sequence
created after performing frame mirroring forgery where the mirrored copy of 2nd frame
is copied and pasted at location 2 denoted by M2 whereas as a mirrored copy of 6th
frame is copied and pasted at location 5 denoted by M6.

Frame Insertion: In the frame insertion forgery, frames from other videos or the same
video are added intentionally at some random position for any illegal activity or fake
evidence. Figure 10 shows the frame insertion forgery in the video wherein part (a) is an
original video sequence and part (b) shows the forged video sequence after performing
insertion forgery in which frame I1 and 12 from another video are added in between the
2nd and 3rd frame of the original video sequence.

Frame Shuffling/Replication: This forgery shuffles or alters the original order of video
frames, which gives the different meaning to the original video. Figure 11 shows the
frame shuffling forgery in the video in which some of the frames in an original video
sequence are shuffled wherein (a) part is an original video sequence and (b) part shows
the forged video sequence after performing the frame shuffling forgery wherein 4th
frame is shuffled with 2nd frame.
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Fig.6 Inter-frame forgeries in the video a Represent the original video sequence b Frame 4 and 6 is deleted
from the original video sequence ¢ Frames 3, 4 & 5 (marked by red color) are duplicated d Frame f1 & {2 is
inserted into an original video sequence e Frames 5, 6 and 9, 10 (marked by red color) are shuffled

(b)

Fig.7 Frame deletion forgery a Original video sequence b Forged video sequence after deletion forgery (3rd
and 4th frame is deleted from the video sequence)
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Fig. 8 Frame duplication forgery a Original video sequence b Forged video sequence after performing the
duplication forgery (6th frame is duplicated in place of 3rd frame)

2.2 Performance parameters

To evaluates the performance of digital video forgery detection techniques, the common

measures used by the different authors are mentioned in this section.
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Fig. 9 Frame Mirroring forgery a Original video sequence b Forged video sequence after performing

mirroring forgery
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Fig. 10 Frame insertion forgery a Original video sequence b Forged video sequence after insertion forgery
(I1 and 12 frames is added in between 2nd and 3rd frame)

RR x PR
FlScore =2 x ——M— @
RR+ PR
PFACC — Correctly_clah’?sified-pristine-frames ®
Pristine_frames
FFACC — Correctly classified_forged_frames ©
Forged_frames
DFACC — Correctly_classified_double_compressed_frames (10)
double_compressed_frames
FACC — Correctly_classified_frames an

All_the_frames

VACC — Correctly_classified-vl:deo_clips (12)
All_the_video_clips

True Positive is given by TP, which is the count of genuine video frames that are cate-

gorized as authentic i.e., correct positive detection. False Negative is given by FN, which

is the count of forged video frames that are categorized as authentic i.e., incorrect nega-

tive detection. True Negative is given by TN, which is the count of forged video frames

Fig. 11 Frame Shuffling Forgery a Original video sequence b Forged video sequence after performing
replication forgery (4th frame is shuffled with 2nd frame)
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that are categorized as forged i.e., correct negative detection. False Positive is given by FP,
which is the count of genuine video frames that are categorized as forged i.e., incorrect
positive detection. PR denotes Precision Rate, is computed as the number of correct posi-
tive detections divided by the total number of positive detections. RR denotes Recall Rate
also, called as Sensitivity (SN) or True Positive Rate (TPR), is computed as the number of
correct positive detections divided by the total number of positives. TNR denotes the True
Negative Rate, also called as Specificity (SP), is computed as the number of correct nega-
tive detections divided by the total number of negatives. FPR denotes False Positive Rate,
is computed as the number of incorrect positive detections divided by the total number of
negatives. FPR can also be calculated as 1 —-TNR. MR denotes Misclassification Rate, also
called as Error Rate, is calculated as the number of all incorrect detections divided by the
total number of sample present in the dataset. DA denotes Detection Accuracy is computed
as the number of all correct detections divided by the total number of samples in the dataset.
F1 Score is a weighted average or harmonic mean of Recall and Precision. Apart from the
above-mentioned parameters, the Pristine Frame Accuracy (PFACC), Forged Frame accu-
racy (FFACC), Double-compressed Frame Accuracy (DFACC), Frame Accuracy (FACC)
and Video Accuracy (VACC) are the parameters defined by Chen et al. [20]. PFACC is the
ratio of correctly classified original frames to all the original frames. FFACC is the ratio of
correctly classified forged frames to all the forged frames. DFACC is the ratio of correctly
classified double compressed frame to all the double compressed frames. FACC is the ratio
of correctly classified frames to all the available frames (forged as well as original). VACC
is the correctly classified videos to all the videos. Receiver Operating Characteristics (ROC)
curve is one of the parameters which is used to plot the fraction of TP vs FP.

3 Video forgery detection techniques

The techniques for the detection of the forgery in a digital video can be generally categorized
as active and passive. The main aim of this section is to study passive techniques designed
for video forgery detection.

3.1 Active techniques

In these techniques, authentication information such as watermark or signature is inserted
in a digital video that enables the authenticity and integrity of its contents [97]. If someone
has manipulated the content of a video, then the watermark or signature embedded in the
video is getting changed that gives the clear indication that video has been manipulated [96].
The advantage of active techniques is that forgery detection in the video is straightforward
due to the presence of information like a watermark or signature. But in most of the cases,
videos downloaded over the Internet do not contain a watermark or signature, in that case,
it is tough to detect the manipulation. The limitation of these techniques is that if the videos
do not contain pre-embedded information like watermark or signature, then it is not possible
to detect the manipulation. Another issue is that it reduces the quality of an original video
due to the presence of embedded information.

3.2 Passive techniques

Passive techniques depend on the internal characteristics of the digital video itself instead
of information that provide to check the originality of video. Passive techniques work in
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the absence of pre-embedded data such as watermark or signature to check the integrity
and authenticity of a video. Without knowing about the pre-embedded information inside
the video, it becomes a challenging task for the researcher to work on passive techniques.
Hence in recent years, passive techniques on video forgery detection have become notewor-
thy attention in the scientific community. Passive digital video forgery detection techniques
investigate the artifacts left after the forgeries to distinguish the original videos with the tam-
pered ones. The passive techniques are alternatively called as blind techniques as it works
under the assumption that forgeries produce certain kind of static and temporal artifacts in
a video which is to be checked for identifying the manipulated videos. Figure 12 shows the
categorization of passive video forgery detection techniques on the basis features/artifacts
used.

3.2.1 Compression artifacts based techniques

Digital videos are generally compressed through MPEG-1, MPEG-2, MPEG-3, MPEG-4
and H-264 coding standard to optimize the storage space and transmission time. Compres-
sion artifacts-based techniques used the coding clues or artifacts acquired during the process
of compression to detect the forgery present in the video. The compression artifacts used in
video forgery detection is shown in Fig. 13.

The manipulations in digital videos are performed in the uncompressed domain. To
perform the forgery in a video, someone must decode it first, make changes and then recom-
press it which we generally called as double compression. The Compression artifacts look at
the specific characteristics of video such as compression properties, variations in the quan-
tization parameters after double compression, periodic features, variations in the Discrete
Cosine Transform (DCT) coefficients, and properties of GOPs (Group of Pictures). Thus,
the existing compression shall expose the forgery in the video. In compression artifact tech-
niques, GOP’s analysis plays a crucial part in the detection of falsification in the video. The
GOP term is related to MPEG compressed video. Figure 14 shows the structure of the GOP
in the video. The frames in GOP’s are arranged in a specific order such as intra-frame (I),
predictive frame ( P) and bi-directionally predictive frame (B), each having a varying degree
of compression [102]. I frames are called as intra-coded frames or independent frames and
need a lot of data storage and offer the least compression ratio. Whereas, P frames are
known as predicted, or dependent frames that contain only information that is distinct from
it’s previous [ or P frame, and it requires less space as compared to / frame. During encod-
ing, frames in a video are grouped in GOP’s according to a structure that begins with an

Categorization of Passive Forgery
Detection Techniques

!

Compression Noise Motion Statistical Machine
Artifacts Artifacts Features Features Learning
Based Based Based Based Based
Techniques Techniques Techniques Techniques Techniques

Fig. 12 Categorization of passive video forgery detection techniques
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Fig. 13 Compression artifacts used in video forgery detection

I-frame and then allows a number of P and B frames [52]. Table 1 shows the analysis of
video forgery detection techniques based on compression artifacts.

Wang et al. [130] focused on MPEG compressed videos and explained the fact that static
and temporal features are introduced in the video after being subjected to double MPEG
compression to detect the manipulation. The same authors have performed some modifi-
cation and suggested a new technique in [133] to check whether a digital video is doubly
MPEG compressed or not. Subramanyam et al. [115] have suggested a passive approach for
the detection of spatial and temporal copy-paste forgery using video compression artifacts
and Histogram of Oriented Gradients (HOG ) features. In case of spatial forgery, threshold-
ing algorithm is applied on video frames to divide it into the blocks, after that HOG features
were collected from each of the blocks and subsequently matched with other blocks to detect
the copy-paste forgery. For temporal forgery, they analyzed the change in GOP structure
size and video compression properties. The authors have reported the detection accuracy
as a part of a performance measure. The detection accuracy in case of spatial forgery is
96 % for a 60 x 60, and 80 x 80, size forged area and 93.3 % for 40 x 40, size forged
area whereas detection accuracy of temporal forgery is 84.5 % for 60 x 60 size forged area
and 99 % for 80 x 80 size forged area. Moreover, the same authors have proposed a new
approach based on the estimation theory and double compression in [116]. They detected
the double quantization and region manipulation in forged video with the help of variation
in DCT coefficient and GOP analysis. Labartino et al. [S9] have presented a technique to
detect and locate the region manipulations forgery in the video using the analysis of Double
Quantization (DQ) traces, Histogram of DCT coefficients and Variation of Prediction Foot-
print (VPF). A method for the detection and localization of insertion/deletion forgery in the
videos using double encoding detection is described by Gironi et al. [33]. They used a VPF
and DCT coefficients analysis for detecting forgery in the video. Liu et al. [70] proposed
a technique based on the sequence of average residual of P-frames (SARP) for the detec-
tion of frame deletion forgery in the video. A technique depending on Spatially Constrained
Residual Errors (SCREs) of P frames is implemented by Aghamaleki et al. [2] to identify
and locate frame insertion/deletion forgery and double compression in a video. The authors
investigated the traces of residual error quantization in video frames. The same authors have

IBBPBBPBBPBBPBB

Fig. 14 GOP structure
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also introduced another technique in [3], which consists of three modules, such as detec-
tion of double compression, detection of malicious manipulation, and fusion of decisions.
In the detection of double compression, The DCT coefficients of I-frames are used as fea-
tures which are then supplied to the Support Vector Machine (SVM) classifier to classify
the single or double compressed video. Whereas, malicious tampering detection module
analyzed the time-domain analysis of quantization effects on residual P frame errors to
determine the frame insertion or deletion forgeries. Lastly, the output of both the module
is fed to the decision fusion module to classify the videos into three types as Single Com-
pressed Videos; Double Compressed Videos with forgeries and Double Compressed Videos
without forgeries. The benefit of the both of the proposed technique [2, 3] is that it can work
for the video with distinct GOP lengths and structure; however, the performance is affected
for the video with moving camera and low compression ratio videos. Fadl et al. [29] have
developed an approach based on the concept of residual frames for the identification and
localization of digital video inter-frame duplication. The entropy of DCT coefficients in the
standard deviation value of each residual frame is calculated, and the similarity among the
pairs of feature vectors is explored to detect and locate the frame duplication forgery.

3.2.2 Noise artifacts based techniques

Noise is an essential feature or a clue in the video forensics for the identification of vari-
ous forgery in the video. Noise artifacts based techniques take the help of sensor artifacts
produced by the digital camera. Digital Video Camera usually leaves a characteristic finger-
print in the form of noise which can be used by the researcher to expose the forgery in the
video due to that reason someone may also be called it as a camera-based detection tech-
nique. The noise artifacts used in video forgery detection is as shown in Fig. 15. Several
noises such as Photon Shot Noise (PSN), Fixed Pattern Noise (FPN), Sensor Pattern Noise
(SPN), Quantization Noise (QN) and Photo Response Non-Uniformity Noise (PRNU) are
used for the detection of forgery in the video. Table 2 shows the analysis of video forgery
detection techniques based on noise artifacts.

Mondaini et al. [76] used FPN, PRNU and Self-Building Reference Pattern (SBRP)
to identify forgeries such as object insertion, copy-move and frame insertion in a video.
The noise is extracted from the video frame, and then the several correlations among
them are computed to detect the forgery. The technique is tested on both compressed and
uncompressed video, but it works efficiently only for uncompressed video with a station-
ary background. Hsu et al. [41] used the noise residue correlation at the block level to

Noise Artifacts
Photo Response
Photon Shot 2 5 . . .
. Pattern Noise Noise Residue Non-Uniformity
Noise 5
Noise

Fig. 15 Noise artifacts for video forgery detection
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locate inpainting forgery like TCP and ETS in a video. The authors worked on the principle
that when some frames have tampered, then the correlation values between temporal noise
residues changes. Firstly, the video is divided into a series of frames. After that noise residue
is extracted from each of these frames, then, these video frames are further partitioned into
non-overlapping blocks, and the correlations between every two consecutive frames are cal-
culated. Finally, the forgery present in a video is located by analyzing the correlation of
block-level noise residue using Gaussian Mixture Model (GMM) model and the Bayesian
classifier. A method based on the noise inconsistencies is introduced by Kobayashi et al.
[53] for the identification of forged regions in the video. The photon shot noise is exploited
as a piece of evidence, and the linear Noise Level Function (NLF) is formulated to ana-
lyze the relationship among the extracted noise to detect the forgery. The same authors
have extended the existing work and suggested another method in [54] based on the Non-
linear NLF and inconsistencies in noise to detect the manipulations. The characteristic of
photon shot noise is exploited, and correlations among both variance and mean are calcu-
lated with the help of nonlinear NLF to expose the manipulations. The framework to handle
the copy-move tampering in the video is presented by Chetty et al. [21]. The noise and
quantization residue features are obtained from the sub-block of each video frames. These
features are then converted into cross-modal subspace to detect the forgery. The SPN based
representation method is proposed by Hyun et al. [45] with the help of Minimum Average
Correlation Energy (MACE) filter to detect the forged region in the video. This method is
also used for source camera identification. In the first stage, the source camera for a given
video is identified. Then in the second stage, several forgeries such as partial manipulation,
video alternation and upscale-crop are identified by computing the scalar factor and cor-
relation coefficient. Video forgery detection technique is proposed by Ravi et al. [87] for
frame deletion and copy-move forgery by identifying double compression. The compression
noise is used as a feature which is extracted from the video frames by the modified Huber
Markov Random Field (HMRF) prior model. The extracted noise can be modelled as a first-
order Markov features which are then given to the SVM classifier to detect the forgery.
Pandey et al. [83]-a have designed an approach for the detection of temporal copy-move
forgery (i.e., frame duplication) in the video using wavelet denoising and noise residue-
based techniques. Hu et al. [42] have developed a technique to detect the region tampering in
digital video using the properties of extrinsic camera parameters. Firstly, each of the video
frames is divided into several block areas, followed by the calculation of extrinsic param-
eters from each of these blocks. Then differences among these parameters are computed.
Finally, a certain threshold is chosen to detect the manipulations. Singh et al. [102] have pro-
posed the techniques to detect intra-frame forgeries such as upscale-crop (outer parts of the
frames are cropped out) and splicing forgery using pixel-correlation examination and noise-
inconsistency investigation. For that, they used the resampling detector, which is referred
to as Modified-Gallagher (MG) Detector and F-MG Detector (Fractional MG). In addition
to this, authors have presented three schemes in [101] to detect and localize the copy-paste
forgery in digital video. In the first scheme, Sensor Pattern Noise Correlation (SPNC) is
used to detect and locate the manipulation. In the second, Color Filter Array Artifacts (CFA-
V) is used to expose the manipulations in uncompressed frames. The final scheme is a
Duplicate Cluster Detection Scheme (H-DC) based on the concept of Hausdorff distance-
based pixel-clustering to identify the manipulation. The presented technique able to detect
the forgery from MPEG-2, 4, MJPEG and H.264/AVC encoded videos, captured with static
and moving cameras and it is independent of GOP structure length. With the use of SPN and
noise residue correlation, Fayyaz et al. [31] developed the technique to detect the temporal
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copy-paste inpainting forgery. The noise residue patterns are extracted from each of the
video frames and then compared it with the collected SPN using adaptive DCT filtering to
detect the forgery.

3.2.3 Motion features based techniques

Motion-based features are time-dependent features in the digital video which define the
relationships among the adjacent frames. When forgery is performed in the digital video,
then motion features and relation among the adjacent frames are going to be changed, this
used as a clue to identify the forgery in the video. Motion features for video forgery detec-
tion is shown in Fig. 16. The motion-based features are captured in the form of Motion
Residual, Optical Flow Coefficients, Motion Vector Pyramid (MVP), and Motion Compen-
sated Edge Artifacts (MCEA). The MCEAs are special artifacts that occur in videos that are
compressed using block-based motion-compensated frame prediction coding algorithms.
Successive video frames are decoded with the aid of previously decoded frames during
motion-compensated frame estimation, which allows successive video frames to become
dependent on each other. Inter-frame forgeries break these associations or comparisons,
resulting in even more visibility in the current block boundary objects in the video frames.
The spike in block boundary objects, known as MCEA, will help detect inter-frame forg-
eries. Another useful forensic aspect that enables the detection of inter-frame forgeries is
optical flow, that refers to the pattern of the apparent movement of objects, edges, and sur-
face within successive video frames. In a genuine video, optical flow differences between
successive frames appear more or less constant, in case if some inter-frame manipulation is
performed on video, the optical flow starts to show such anomalies that can act as the finger-
print. Velocity field relates to the disturbance between neighbouring video frames induced
by time separation. The velocity field tends to follow a consistent pattern in a genuine video,
whereas it gets disturbed in case of forgery is done on the video. The analysis of video
forgery detection techniques based on motion features is shown in Table 3.

Wang et al. [131] have suggested an adaptive motion algorithm to identify region
manipulation forgery in de-interlaced and interlaced video. They analyzed the changes in
correlation introduced by the de-interlacing algorithm to identify the forgery in the de-
interlaced video. Whereas to identify the forgery in interlaced video, they measured the
interfiled and inter-frame motion. MCEA based technique is presented by Su et al. [114]
for frame deletion forgery in digital video. They explained MCEA error which is produced
after frame deletion manipulation in the video due to the effect of a decrease in temporal

Motion Features

. . Motion
. . Optical Flow Motion Vector
Motion Residual . . Compensated
Coefficients Pyramid .
Edge Artifacts

Fig. 16 Motion features for video forgery detection
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correlation. One more MCEA based technique is designed by Dong et al. [28] to detect the
inter-frame video forgery like frame insertion/deletion. The MCEA value of each P frame
in the video is extracted, and the Fast Fourier Transform (FFT) is used onto the difference of
MCEA values between adjacent P frames. Then check for the presence of spikes in Fourier
transform (if present then a video is tempered else it is authenticated). The inpainting forgery
such as TCP and ETS in the videos are detected by Kancherla et al. [49] using a Markov
model on extracted motion-based features in the videos. The salient motion-based features
in a video using motion extractor and Markov model is extracted. The SVM algorithm is
then used to obtain a binary classification on these extracted features. The Block-based
motion estimation algorithm is presented by Li et al. [61]. The authors have detected the
object removal forgeries in digital videos. They have analyzed the fact that if the certain
object is deleted from the video, then the motion vector is changed. The motion informa-
tion in the form of the motion vector is extracted as a clue of tampering from the adjacent
video sequences to detect the forgery. Then, the original region is differentiated from the
manipulated region using the orientation and magnitude of the motion vectors. Based on the
analysis of the footprints left on the residual, Bestagini et al. [13] have proposed an algo-
rithm that detects the tampering such as adding or removing certain objects from videos.
They also made an enlargement of the SULFA database [86] by adding more forged videos
in it. The authors have reported some parametric value such as TP, FN, TN and FP which are
0.75, 0.25, 0.97 and 0.03 respectively for the video which is not recompressed, 0.71, 0.29,
0.98 and 0.02 respectively for the video with Quantization Parameters QP =10, 0.58, 0.42,
0.96 and 0.04 respectively for the video with QP =15 and 0.44, 0.56, 0.84 and 0.16 respec-
tively for the video with QP =20. Chao et al. [17] have presented an inter-frame forgery
(insertion and deletion forgery) detection method for the digital video using an optical flow
consistency algorithm. The window-based rough detection model is designed for the inser-
tion forgery. Whereas, the frame-to-frame mechanism and double adaptive threshold-based
detection model is designed for detecting the frame deletion forgery. Wang et al. [134] have
also developed an optical flow-based algorithm for forgery detection and localization in dig-
ital videos by analyzing the discontinuity points and optical flow sequence. They extracted
optical flow variation sequence from adjacent frames to locate discontinuity points and
detected the forgery such as a frame insertion, deletion, and duplication. The algorithm for
handling the frame deletion forgery in the video is proposed by Feng et al. [32] based on the
total motion residual. They exploited the distinctive fluctuating feature of motion residual to
detect the deletion forgery and used the adaptive threshold method to locate it. The testing
is performed on CBR and VBR encoded videos with both fixed and variable-length GOP
structure are taken from VTL [126]. Wu et al. [137] have developed an algorithm to detect
forgeries such as frame deletion and duplication in the digital video. They used block-based
cross-correlation on the video to find a velocity field sequence. The generalized Extreme
Studentized Deviate (ESD) test is used to detect and locate the forgery present in the video.
An Inter-frame forgery detection method for digital video is created by Wang et al. [129]
using an optical flow consistency. The optical flow values between each of the adjacent
video frame in both x and y direction are calculated. The computed values are then given
to the SVM to differentiate the forged and original video. The authors reported the classi-
fication accuracy for the single type of forgery in the x-direction for 25 frame insertions,
100 frame insertions, 25 frame deletions, and 100 frame deletions are 98.41 %, 98.20 %,
86.82 %, and 92.61 % respectively. Whereas, the classification accuracy for the single type
of forgery in y-direction for 25 frame insertions, 100 frame insertions, 25 frame deletions,
and 100 frame deletions are 98.60 %, 98.54 %, 86.02 %, and 88.56 % respectively. For the

@ Springer



Multimedia Tools and Applications (2021) 80:6247-6310 6273

two types of forgery, the classification accuracy of 25 frame insertion and deletion in both x
and y direction are 91.72 % and 90 % respectively whereas for 100 frame insertion and dele-
tion in both x and y direction are 89.83 % and 92.63 % respectively. The technique based on
GOP structure for object-based manipulation (adding or erasing moving object) detection
in a digital video is proposed by Tan et al. [119]. They created frame manipulation detector
with the use of motion residual extracted from video frames. Then CC-PEV feature set is
utilized to obtain the feature vector from each of the motion residual. Later, these feature
vectors are given to two ensemble classifier which categorized the video into pristine, dou-
ble compressed or forged one. Based on the Lucas Kanade optical flow Bidokhti et al. [14]
have developed a technique to expose the copy-move and frame duplication forgery in the
video. Firstly, the video frames are separated into two parts. After that, an optical flow coef-
ficient is calculated between these video frames. Finally, the forgery in a video is identified
if any unusual changes are observed in optical flow coefficients. The MVP (Motion Vector
Pyramid) consistency and it’s Variation Factor (VF) is used by Zhang et al. [150] to detect
and locate the frame deletion and frame duplication forgery in the video. They used discon-
tinuity points in the VF sequence as a clue for detecting a forgery in the digital video. The
method divided into two stages 1) Features extraction 2) Discontinuity point detection. The
MVP sequence with it’s associated VF is computed for the subsequent frames in a video in
the first stage. Moreover, in the subsequent stage, forgery is detected and localized with the
use of a modified generalized ESD test. Yu et al. [146] have proposed the approach for the
identification of frame deletion forgery in the video by analyzing abrupt changes in video
streams. The authors have used two features to find out the magnitude difference in predic-
tion residual (PR) and the Number of Intra Macroblocks (NIMB’s). Based on these features,
the fused index is constructed to detect frame deletion forgery. The passive forgery detec-
tion algorithm is developed by Chen et al. [20] to identify and localize the object-based
tampering (Insertion or removal of objects) in the video using motion residual features. The
frame manipulation detector is used to find out the residual motion feature left in video
frames produced by the unethical operations. Then, SPAM, CC-PEV, CDF, SRM, CF*, J
+ SRM, and CC-JRM feature sets are used to create the feature vector which is obtained
from each of the motion residual.! Then the ternary classifier (Ensemble Classifier) is used
which takes these feature vectors as input and categorizes the corresponding video into a
pristine, double compressed, or forged one. Singh et al. [103] developed the forensic system
based on optical flow and the prediction residual to handle the frame insertion, deletion,
and replication forgery in the video. The optical flow analysis-based technique is used here
for frame insertion and deletion detection, where they focused on the brightness gradient
component of optical flow. However, the prediction residual examination scheme is used to
detect and localize the replicated frames. The forgery detection technique using the optical
flow gradients features and the analysis of prediction residual is presented by Kingra et al.
[52]. The technique can identify and locate the frame deletion, insertion and duplication in
the videos. They evaluate the fact that the temporal correlations among the adjoining frames
are disrupted when the video is manipulated. The window-based concept is used to locate
the forgery. The proposed scheme is specifically designed for H.264 video and MPEG-2
codec. It works well for both slow and fast motion video, while the detection performance
is slightly affected when the video is subject to high illumination. Sitara et al. [107] have
developed a technique to expose the frame deletion, insertion, duplication, and shuffling

IThe abbreviations for the feature discussed earlier mentioned in http://dde.binghamton.edu/download/
feature_extractors/.
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forgeries in the videos using inconsistencies in the velocity field and VPF. The General-
ized Extreme Studentized deviate (ESD) algorithm is designed by the authors to locate the
forged places in the video. The technique is capable of identifying forgery even if the com-
plete GOP’s Structures are deleted and also for the adaptive GOP structure. The approach
based on spatial constraints and stable feature to expose the frame deletion forgery in the
video is proposed by Pu et al. [85]. Initially, they obtained a Quantitative Correlation Rich
Region (QCRI), then optical flow information is calculated to identify suspicious forged
points. At last Gradient Structure Similarity Feature (GSSIM) are calculated to finalize the
forgery. The proposed approach is independent on the frames deletion count, and it is robust
against the attacks like noise, filtering and blur.

3.2.4 Statistical features based techniques

Statistical feature-based or pixel-based techniques for the video forgery detection look
at statistical attributes/properties of objects, pixel-level variance and correlations among
frames. This technique is also called Geometric/physics inconsistencies-based techniques
as it deals with the inconsistencies (such as lighting, brightness, shadows, efc.) in the video
frames. The statistical attributes may be changed after performing the forgery in the video,
which is then investigated to detect the manipulations. Figure 17 shows the statistical fea-
tures used in video forgery detection. Table 4 shows the analysis of video forgery detection
techniques based on statistical features.

Based on the temporal and spatial correlations, Wang et al. [132] have exploited the cor-
relation coefficient as a measure to detect the forgery in the video. Based on ghost shadow
artefact, Zhang et al. [148] have presented a technique to identifies the video inpaint-
ing forgeries such as TCP and ETS. The statistical properties of the object based on the
Adjustable Width Object Boundary (AWOB) algorithm is used by Chen et al. [19] to iden-
tify the object insertion or removal forgery in the video. The contourlet coefficient and
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Fig. 17 Statistical features used in video forgery detection

@ Springer



6275

Multimedia Tools and Applications (2021) 80:6247-6310

*ATuo K10310] Jo odA} o[3uIs ©
100397 "owm) uonendwod oy} 9oNpaI
0} S2INJE9J JOYJ0 SUIqUIOD 0) PN
2ImonIns JOO YISud[-9[qeLIeA 29
punoidyoeq Juraow Yim SOIPIA I0f
9[qeIns JoN -oouewio)rad ageroae
ue saprao1q “Aouadryye ay) aaoxdur
01 S2INJBJJ IO AUIqUIOD 0] PAIN
*SurssTw s1 uoneZIEo0|
'dOD YISUS[-PaXIy 29 PUNOISHIEq
AIeuone)s € yjim SOIPIA Y} I0F SYIOM
“Sursstw st
uonezieso| ‘sojdwes Sururen uo
puadop sainjeay pasn ‘A[uo punoid
-)[okq SOTIBIS YIIM 0SPIA ) JOJ SIOA
‘Jurssiu st A19310§ Jo
UOTBZI[EO0] ASI0AI "2Imonns JOO
ISU[-paxyy 29 punoidyoeq Areuon
-B]S B )M SO9PIA J0] 9[qeIns A[uQ
‘Sursstur
SI UOT)BZI[ED0 ] JORXH "2INjonns
dOD YISual-9[qeLIeA 29 punoidyoeq
SurAOW YIIM SOIPIA ) J0J 9[qeIInsS
JON "9ZIS UOTSaI pue el J1q Ul

a3ueyd © £q PalodfJe ST AoBINOdY

% 001=¥Y % 9'66=dd

% 001=vd
% 001=¥9 % 6'v8=dd

% 0=4d4d % 001=dd.L

% 81°'1=ddd % €v'96=dd
% 8C°96=dd % £8'96=vVd

I'N

vda

SO3PIA O]

)M J3SBIRp [BUOSId]

sd1o oopIa

G YIM 19SBIRp [RUOSIO]

sdro oapIA yewIo} 1D

€ )M JaSBIRp [BUOSId]

SOOPIA
Jeuioy AINM % 1AV 6

[1+] woxy s0dpIA

Ppapodue ¢-DHAJIN 01

eIowed

EOH-4dH-ANOS
£q papI029Y SOPIA

uoneordn(g surery

uoneordn(y owrery

uoneordn(g suwrely

[eAOwoY

JIo uonasuy 399[qQ

Supuredu] SLH % dOL

AAON-AdoD
29 uoneor[dn(y owrery

2INnjed 2INIXaJ, ernwey,

"ouwrey Juade(pe uoam

-J2q OUQIRJJIP WeIS0ISTH

LOd-TIIL

uoneuLIOJu|
JUSIPRID) 29 SIUSIDIJJI0))
J9[HNOIU0D) ‘DOMV

108J 11V MOPEYS 1S0YD

SUONE[oLI0)
reneds 2 erodway,

[99] Te 19 oery

[69] e 10 ury

[ey] Te 19 nH

[61] e 10 YD

[871] ‘e 10 Sueyz

[cet] Te 12 Suem

SuOT)BITWI |

SIdjowrered aduewIOfIad

sjaseleq

PAYTNUAPT SALIATIO

SPOYIOA /SeInIed]

ER2:!

SQINJEaJ [eO1)SHR)S U0 paseq sanbruyoe) uonosjep 105105 0apIa Jo sisk[euy  § a|qel

pringer

&H's



Multimedia Tools and Applications (2021) 80:6247-6310

6276

“aImonns JOO YISU[ paxIy 29 punoisyoeq

KIeuonels € yjim SOIPIA I0J SYIom ATuQ
2IM)ONIs
dOD YISu[-paxiy 29 punoidyoeq onels
© )M SO9PIA JOJ syIom ATUQ "G uey)
SS9 SI JUNOD PAJI[OP IO PIAIISUT JWEBL]
AU} J1 PASBAIOAP ST AOUIONJO YL,

*MO[ ST AoBINOOE UONRZI[Bd0] A19310
"Y1y stown [euon
-eyndwo)) armonns JOO YPSuI|
J[qeLIBA B (1M 29 PUnoIdyoeq Sut
-AOW € [JIM ‘QUIDS OTje)s dw)-3uo]

® [)IM SO9PIA 9} J0J 9[qelins JON
2Imonns JOO YPIUI[-PaXI) B yIm
SOOPIA 10§ S[qBINS ATUQ "6-ANM
pue -DHJIN ‘T-DAJIN S yons
J9p0O UIIPOUI B 1M PIPOIUI
0JPIA Y] 0] [NJoSn JON "03pIA
J0 uorssaxdurod 9y} ur ASLAIOUT

AU} Y1 PISBAIIOP QOUBWLIOJIS]
2In)onIs
dOD YSus[-o[qeLiea 2 punoidyoeq
Suraouw YIIMm SO9PIA dY) J0J J[qelns
JON "PR[PURY 10U ST [BAOWIAI §)03[q0

ordnnw pue A193105 199[qo Juraol

(1S03pIA 86S ) 198
% 8T 66=V{ UONIISU] 10 -ejep Teuosiad pojear)

% €T 68=dd l1c1]
% St'6L=4d UoneZI[ed0] AIADTYL % [86]
104 29 % L9°86=¥Y aseqere HLY woly

% 60'76=4d U0 104  SOIPIA TBWIOJ JAV 0T

“eIOUIRD [BNISTIP
pue 9[Iqour woiy

% 001=44 % L 66=4d pamded soap1a ¢

99p0O2 DAIIIN YHm
% G G8=9103S-T4 PIpOOUD SOIPIA §T
% T08=dd % 9" c6=dd YIIa JaseIep [eU0sIad

N 03pIA |

uoneg

2y uonIasuy sawerq

uonJasuy auwelq

uoneordn( swer

Sunureduy S1d % dOL

Sunuredu] STH % dOL

ADODDD  [821] Te 1o Suem

aadd  [gS1] e Sudyyz

Ayurequrg [ernjonng [09] Te10 1]

spejnIe YO LS [89] ‘e 10 UIT

S10UJIIE VS LS [L9] Te 10 ury

NitJidiniiig

SI9jowered 90UeULIOLIdd sjaseleq

PAYNUAPT SALIASI0]

SPOUIOIA /SeInIea] ‘Jou

(ponunuoo)  y3jqer

pringer

&H's



6277

Multimedia Tools and Applications (2021) 80:6247-6310

2IM)oNIs
dOD YISUL[-paxIj € YIim SOIPIA JOJ A[UO
Sreudoiddy "A193105 Jo 2dA) 9[Suts € 9[puey
*JUISSIUW ST UOIIRZI[BO0] A19310, "2INjonyns
dOD PSud[-a[qeLIeA 29 pUNOISYORq
Suraow yIIm 09pIA ) 10J jenbape J0N
"G UBY) SSI[ ST JUNOD UOTI[P JO UOTIIASUT
QUIBI O} USUM PoJO9JJe dOUBWIONIS]
21n3onns JOO YISUI[-paxyy 29 punoild
-)[oeq O1EIS B Y)IM SOIPIA oY) J0]
Kquo 9[qerng ‘payedrpdnp aI1e sawely
rdnnu uaym Ajeyenbape y1om JON
"uonepI[eA JUDIINSU] K10310]
Jo 2dA£) 9[3urs e 9[pueH IMONINS
dOD YSUd[-paxyy 2 punoisyoeq
J1BIS B Y)IM SOSPIA J0J 9[qeIms A[uQ
-2Imonns JOO
ISud[-9[qeLIeA 29 punoidyoeq Suraow
)M OJPIA Y} JOJ 9[qeIINS JON "G Uey)
SS9 SI JUNOD PAJI[OP IO PIAIASUT JWEBL)
QY J1 pa1oagge ST Aouaronyyy “paaoidur

2q 03 spaau @ouewIo}Iod UOTIA[Ip SWEI]

"% S'66=Vd

rIOWE)) SUIAOIN

104 % % 1'86=Vd
rIoWe)) AIRUONR)S 10

% 08°68=dd

% 91°88=dd PXIA 104

"% LY'68=dd % 6L 16=dd

uonsed 104 "% 16'v6=dd
% L'86=4dd uonIesuy 104

% 001=dS
% €1'L6=dd % 001=4d

I'N

% L9'88=¥Y ‘% ¥9'88=4dd
uonaed 104 2 % 66=94d
‘9, 001=4d UonIesuy JoJ

jaseIEp UMQO

[85] aseqereq
HILY WO} 09p1A 665

(98] vA41NS

90IN0S JUSIAJIP WO}

PA1ON[00 SOIPIA 00T

(HEEOH-MDA
Auo§ A UO PapIody
09PIA ) J0Sejep [euosIod

uonedrdn swery

uoned

29 uon.rasuy swerj

uoneodrdn(g owery

uone[ndruey uor3oy

uoneg

29 uonJasuj awerq

UONJB[ALI0)) anp

-1SY SWkI,] PuB UBIA

Sd97100D0 pue dd'1

ddT1pue vD

uBoIN

pue LN pue
SJUSIOIJJO0D UOTIR[AIIO))

[S01] Te 30 ySurg

[161] 'Te 10 Sueyz

(oz1] Te 10 o1eL],

[e2] "o 10 ndenmyd

[SP1] Te 10 Uk

NitJadiniiig

sIajourered aduewIOI™d

sjaseleq

PeYNUP] SALIOTIO]

SPOUIRIA /SeInIea]

ER2:

(ponunuoo)  y3jqer

pringer

&H's



Multimedia Tools and Applications (2021) 80:6247-6310

6278

“SUISSTW ST UONBZI[LO0T "AImonns JOO YIua|
-pax1j 2p puNoI3Norq JNLIS B YIIM SOIPIA I0J
J[qelns ATuQ *Gg ULy SSIY ST JUNOD UOTII[P
IO UOTLISSUI SWIRIJ UYM PIJOJJJE dOUBWLIOLId]
"SuISSIW ST UOTIRZI[BO0] A19310,]
‘A[uo JOO YPSUQ[-pax1y 29 punoisyoeq onels
B [JIM SOIPIA JU) JOJ JIOA\ “92IY) UBY) QIOW ST
Qwm uoIssaIdwod uaym Pajddjje OURULIONI]
*g UBY) $SI[ ST JUNOD SUIRIJ Y] UAYM I[qRINS JON
aImonns JOO
ISUS]-paxIy 29 PUNOISNIBQ JNBIS B YIIM SOIPIA

% €8 76=AorINdOY Uonedly

-ISSB[)) :UONJ[AP dWkl] J0]

‘9% 6L'86=AoBINJOY UOLEILJ
-ISSe[)) ‘UuoIIasu] sawel 04

% 9°78=ad

% T'S6=¥d Uons[R( 10

% % T'88=4d % ' 76=4d

uonedrdng 104 ‘% $'06=¥4
‘% ¥'06=¥4d uoniasuy Jog

[85] aseqereq
H.LY WOIj 03pIA 866

(exowred [eNSIJ 0LTO
091507 £q pap1odax

SO9PIA ) JosBIR(] [BUOSId]

uonapd ¥
UonIasuy sawerq

uorned

-1idnq 2 uond[e
‘UOTIASU] QWeI]

INISSINOO
Jo Koudysisuo)

uono9sIoU] weId
-0JSTH 29 SIUQID

-1JJ20)) UOTR[II0))

[S9l e 1]

[6€1] T2 39 nY

I0j [njasn ATUQ "on|q I0 UAAIS ST 09PIA ) UT (09pIA () PapodOUR K133104 joejnIE SUL
Ppasn punoidyoeq oy} JI paseaIdop OUBULIOLIdJ % 66'1=4dd % T1'16=4dl ¥-DHAJIN) 19seIep [eU0SIdd A9y ewioIy) -In[q jo uonepuo)  [O1] ‘Te 10 emiSeg
2ImONNs JOO YSUI[-Pax1y 29 punoisyoeq onels
B (1M SOIPIA dY) 10§ A[UO I[qeIING W) UOT *JOUIS)U] WO} PIPLO]
-109)9p 125u0 ‘Suraow-jse) pue [ews si 30a(qo % 9'68=VA -umop 29 (SOapIA [eAOwaYy
PaJ3[Op Y} JT PAsEAIOAP ST AOBINDOE UOTIOANR(] % §'06=9d % T'76=dd 07) 19SEIEp [BUOSI] 102[qQ Suraopy samyea] AS [o11] ‘Te 10 g
aImonns
dOD YISual-a[qeLiea 29 punoidyoeq Jur
-AOUI [)IM O9PIA 3} JOJ PAJINS JON "SYOeNE
[euonualul AUk Jsurese 3Snqol1 JON ‘[fewrs % 100°0=dd % 001=¥d Sumyorewr NN
ST UOISa1 PAZIO] & uayM Pajodjje Aormody % SL'S6=4d % 6'66=VA [98] vAINS QAON-Ado)  pue amied) [ATS q-[€8] Te 10 Aopueq
suoneuI| SIQJoWRIR QOURBULIONS] sjoseje  PolUAP] SOLIAFIO]  SPOYIRJA /SeInjed REN|
(penunuod) ¢ 3|qel

pringer

A's



6279

Multimedia Tools and Applications (2021) 80:6247-6310

‘A[uo YSua] JOO Pax1y 2y punoidyoeq
AIeUOTIE)S © YIIM SOAPIA 9U) IO 9[qBIING

'SO9pIA YITUQ[
JOD JULIAYJIP 29 PUNoIsyoeq Suraow I0J
J1qelns JoN ‘A10310J Jo 2dA3 9[3urs © 10310
Imonns OO
y)Sual-o[qeLIeA 29 punoidyoeq Suraowr
-)SBJ © YIIM O9PIA JOJ [NJasn JON SUOI3al
paS10j az1s Jo[rews Sunedof jo a[qeded JoON
-Sursstur s1 uon
-BZI[e00 T "YISUS] JOO) JUSIHIP 29 punoIs
-Yoeq SUTAOW [JIM SOJPIA I} IOJ PA[Ie]
‘A19810J Jo 2dA3 9[SuIs © 10919 "2Injonys
dOD YSual-a[qeLiea 2 punoidyoeq
SurAow YIIm SO9PIA ) JOJ PAJINS JON
*9ZIS MOPUIM AU} UBY) JQ[BWS ST JUNOD
uonesrdnp swelj pue ‘I9pIo JUAIYJIP € Ul
pouriojrad uonesridnp usym payIom JON
2ImonIs JOO YISUS[-9[qRIIeA 29 PUNoIs
-yorq SurAow yIrm soapia Ay 10y deudoidde

JON "A9BINOOE UONLZI[ed0] Ay} dA01dwI 0] PN

"9ZIS MOPUIM 3} UO Paskq ST AOBINDOE UOTIOAR(]

% 0£'66=dd
% 86'66=dd % S£'66=Vd

% ST L6=dY
% C1'86=dd % ¥9°'86=vd

% SLY6=vVd
% 8'L=Nd % L'C=dd
% CTT6=NL % ¢ L6=dL

% T66=dd % S'L6=dd

% 001=24

% 0T'86=4d % 01'66=Vd
11°0=dd 18°'0=dL
[UONRZI[RO0T 104 ¥ £7°0=dd
89L°0=NL 8T'0=N:

81L°0=dL :uonoajeq 104

([98] V4TINS woxy
SOJPIA ) JoseIep umQ

(papodud $-DHFJIN)
[98] VATNS wo1j SOPIA

H09TIX-4dH ANOS

Sunoxmw swery

29 uoneordn( owery

uonedrdng swerq

K193104 Sun

saIme9y

Areurq payoenxg [gg1] Te 10 seinjn
WLIOJSURL],
y3noH ‘(eury
K19310,) sisATeuy
UOTJE[o1I0)

‘sjuatoLge0d 13d [§1] 18 19 umyzog

ININD % IvdE

Kq permded soapia 0] -1sodwo)) udaIdg an[g “ISLNUOD) 29 JUBUTWN] [cL) Te v nry

[98] 1oseiep
VAINS WO} S03pIa 09

"BIOWED POXIJ pue
ALDD ‘SoUd0S SIAON

‘(98] VATNS WO} SOapIA

[98] 1oserep v41NS

uoneR( 29 UOTIASUT

‘uoneardn( ourery

uopedrdn(g owrery

AAON-AdoD)

INDOZ [RVARCRERI S

somead @AS  [0p1] ‘e 30 Suex
uone[RIIo)
-SSOID) pazifewt
-ION] PUE SAINBa,]

SJUSWOJA] [eOUSHRIS  [L] '[e 30 reye]y

SuoTe) W]

SI9Jowered 20UBULIOLIDd

syasereq

PAYNUAP] SALIATIO]

SPOYIQIA /soInyea,] REN|

(panunuoo)  y 3|qeL

pringer

&H's



Multimedia Tools and Applications (2021) 80:6247-6310

6280

“PIU[ OO PoXY %
punoISyorq SNE)S B YIIM SOIPIA I0J [njesn A[uQ

‘[Tews 00} ST UOTSAI PAJOS[s Y} USYM

Pajoagje AoeInooy “as1oaxd jou ST uonez
-1[e007 "A19310] Jo 2d£) o[3uIs e o[puey A[uQ

"ISus JOO S[qeLiea 3

punoisyoeq SIWEBUAD € )Im OJPIA JOJ 9[qe
-)1Ins JoN ‘A10310J Jo 2d£) 9[3urs  9[pury A[uQ

"P3ud] JOO dqeLIeA %

punoisyoeq SurAOwW YIm 0dPIA A} I0J J[qe
-)1ns JoN 'A19310J Jo 2dA3 9[3uts 9y 10910

‘A[uo yI3us] JOO PaX1j 29 punoisyoeq

o1E)S B YIIM OJPIA Y] J0J pAjIng ‘saSueyo

QUQOs JUIPNOUI ‘S)OYS YIIM JI0M O PI[IB]

"ATuo ySus[ OO Paxy
29 punoI3yoeq d1els B Yirm 0pIA Y}

% §S96=dd % ££'€6=vVd
% 85°98=vd
:punoidyoeq xo[dwoo
EQIM - % L1'€6=VA

:punoIgyorq dNeIs YPIA

% 9t6=vd
% L'OT=Nd % 1'¢=dd
% €'68=N.L % 6'96=dL

09PIA JOOYS-J[S | pue
[921] LA wo1 soopIA g ‘uonesridn(g ower]

[0zl D¥04r90

-NSAS % [98] v41NS

(papooud

¢-DAdIN [98] VATINS

1ourau] % [98]

% €6=ddL % 1'€6=VA VATNS WO} Usye) SO9PIA

% 001=¥d

% L086=dd % 10°66=VAd
% G/=9103s- (-€ 18] I0]
‘9% 6/=9109s- (- I8 I0]
‘9 9/=0109s-J (J-€ d1seq 104

09pIA

01 JO JaseIep umQ

[88] 1oserep ANIM
-4Y % [S€] 190seI08p

uonag

29 UOTIIASU]

[eaoway 192[qO
uonerado
Jonmur s K193

-104 9AOIN-AdoD)

AAON-Ado)
uoneardng
% uonepeg
‘UoNIISU] dweL]

UOIIB[ALI0)) PUE UON
-BULIOJU] [BMINJA] PIZ

-I[PWON S[edS-HINA

HAIAV
29 10308, A310Ug

LAIS-TIN

SINAH

Suryorew NNVId %

sammed) JANS ‘ASH

wyLos [y
orew-yored pue

[9€T1] Te 10 Tom

4R LRERIN

[601] Te 19 NS

[111] 81908

[zS1] Te 10 oeyz

I0J [NJaS[] "MO] ST AOBINOOR UOTBZI[BIOT] ‘05 £8=0100S-] (J- JIsed 10 anowr-£do) Jryon anoN-£doD SJUSWIOTA ATUIdZ [+¢] Te 10 ouerwry (O
% 8¢°86=dY ([98] v41NS woxy SaInedy

‘198103 Jo odKy o3uts v oppUBY A[UQ 9% LE'86=¥d % VS’ L6=VA SO3PIA) 1osEIEp UMQ  uoneoldng Swres] mog pue LIS [£21] e senin

SUOT)BIIWI | SISJoWRIRJ QOUBULIOJI] sjeseje( POyNUIP] SALIOSI0]  SPOYISIA /SOINIed,] FEN|

(penunuod) ¢ 3|qel

pringer

A's



6281

Multimedia Tools and Applications (2021) 80:6247-6310

"09pIA OO PSud]
-paxIJ 29 PunoISYorq O1IeIS B YIIM YIOM

"09pIA JOD YISUL[-paxIy 2 punoid

-)[okq O1IBIS B [IIM IO "oueuiofrad
ay) 109)5e uonejor JyS1[s pue Sunyeys

*PAUOTUSW JOU ST [1BI3P JZIS JOO "03PIA

punoisyoeq oy Suraow J0j 9[qelns JON

"SOQPIA PUNOISYOEq

SurAow-)sey A[oWNXa 10J PO OUBUIOJI

*03pIA JOO YPSUS[-9[qeLIBA JOJ [NJasn
JON ‘[[BWS 00) ST UOISAI Y} uaym AI19510J
a1} 109)9p 03 [qeuUN ST [] OF[Y "SSI[ ST JUNOD

pajeor[dnp ouwrely uaym J[qelns jou s | 03[y

104 % 0L'66=Vd ‘% 1L'66=¥4d
‘% $6°66=¥d 09p1A passaidwoou) 10

uoned
(88l -1dn(q dwexq XLew
MM DOY  ANIMHEY Woij 09pIA O]  pue daoN-Ado)  uone[ar1od yoordg[g] e 1o orouedy
% £8'98=2100§
-1d ‘% T0'¥8 =9
‘% 66'68 =dd ‘SLA BIOWED

104 % €' 16=9100§  SUIAOW WIOIJ SOJPIA G pue
-1d ‘% €€°L8 =¥ BISWED JNE]S WOIJ SOPIA §

‘% ¥1'96 =¥d :dOL10d ‘(98] VATNS WOy SO3pIA L SI4 % dDLd4'1 [eiodwar-oneds  [[1] g0 reg

% 9L'66=Vd ‘% 1L°66=d4
‘9% 001=¥d 09pIA passarduwod

09pIA 0T

Jo 1aseiep umQ uonedrdn swesy sarmea) TTS [16] Te 19 1ereyy]
uonapPd
Koua)stsuoduy

% L6=91098-14 ‘[9211 1LA woxy ¢ pue  pue vonesrdng

‘% L6 =4 ‘% 86 =4d [98] VAINS WOIj SOPIA L]
% §'96=91008- 14
‘% 9796 =Vd ‘% £ 6=4d
‘95 001 =¥d :2aow-AdoD
% ¥'66=21098-1d ‘% §'66=Vd
‘% 66=4 ‘% 001=4d ar0N-£doD) 7
:uoneordnp awel [98] VTS WOIJ SOIPIA 7 uonedrdn( swer] uone[a1o) 2 uedq [001] 'Te 30 ysurs

‘UOTIIASUT QWeL] UONB[oLI0)) YoreIeH [71] T 10 seyeqg

JOUIQJU] WOIJ SOOPIA § 29

SUOT)BITWI |

SI9)oWRIEd QOUBWLIOJId] S10SeIR(PATIUAP] SALIDSI0]  SPOYIRJA /SAINIEd,] ‘Jou

(ponunuoo)  y3jqer

pringer

&H's



Multimedia Tools and Applications (2021) 80:6247-6310

6282

‘A19310J Jo 2dA3 9[3uts © o[puey

"PAUOTIUSW JOU ST [TBIIP dZIS JOO) "09PIA

% L6'V6=VA

‘% v v6=dd ‘% 15 S6=dd 09pIA
passardwod 104 9% 0L°96=vVd

‘% 8L'L6=¥Y ‘% S9'96=dd

‘stsATeue yoreq

pue [enuanbag

punoisyoeq dy} Suraow I0J A[qelns JON 09p1A passardwooun 10 [0z] DYOArd0-NSAS [eAOWIOY 109[qQ ¢ QOUBLIBA PUE UBIA [9] ‘Te 10 tutRIOlY
% 876 =2103S-1d ‘% §T6=4d
‘% 8'T6=4d SOPIA
-DAJIN passaidwo)
‘pauonuUAW JOU SI [1RIOp 9ZIS JOO "09PIA 104 2 % €€6 =9100S-14
PUNOIZYdEq Ay SutAOW 10§ d[QeIns ‘% €€6=¥4 ‘% £€6=dd
JON "A12310] Jo 2d£) 9[3uIs e o[pueyH :509pIA passaidwooun 10, [0Z] wo1y SOIPIA [eaowy 193[qO prweikq ueroejde| [S] ‘Te 10 aresopy
l6]
“03pIA dOD WEUI % 89'96=VA [98] “[£1] ruiSeisog ERISHEN d9Td
-Pax1y % PUNOIZYILQ JLEIS B (NIM HIOM ‘% 9°€6=4NL ‘% §'96=4dL  ‘[1¥] nSH woly soapIp pue 210 ]N-£do) DD Pue $4D0A  [#6] T8 12 anbippeg
suonewIy SI9)OWRIR] SOUBWLIONS] sjosele(  PAlNUAP] SOLIDSIO] SPOYIRIA /saInIea] REN|
(panunuoo)  y 3|qeL

pringer

A's



Multimedia Tools and Applications (2021) 80:6247-6310 6283

gradients information features are extracted from the video frames to identify the manip-
ulations. These extracted features are then supplied to the SVM to distinguish the forged
and original objects. Frame duplication detection technique is developed by Hu et al. [43]
with the help of video sub-sequence fingerprints. First, the video is divided into the series
of frames and formed the Temporally Informative Representative Images (TIRI) of each
frame. Then, TIRI is split into the overlapping blocks, and the DCT coefficient is extracted
from each of these blocks. Finally, hamming distance is computed to check the similarity
among the frames to detect the forgery. They considered TPR and FPR parameters to assess
the effectiveness of their method. The average TPR and FPR value without post-processing
operations are 100 % and 0 % respectively for the block size 4 and 8§ whereas the FPR val-
ues are get changed to 55.55 % for the block size 16. The average TPR and FPR values for
the videos with a change in brightness and MPEG compressed video are 94.31 %, 0.33 %
and 49.31 %, 0.33 % respectively. The new technique is proposed by Lin et al. [69], for
the frame duplication detection and localization using spatial and temporal analysis. The
technique works in four stages. The first stage is candidate segment selection, where the
histogram difference among the adjacent frames in Red Green and Blue (RGB) color space
is used as a forensic feature. The second stage is spatial similarity analysis, where the high
correlation between the two frames is observed using the block-based algorithm. The third
stage is to create a classifier for detecting the duplication forgery, and the last stage is to per-
form post-processing. Liao et al. [66] have proposed a technique for identifying and locating
the frame duplication forgery in the digital video with the use of Tamura Texture Fea-
tures (TTF). Firstly, TTF features (like contrast, directionality, and roughness) are extracted
from each of the video frames to generate an eigenvector matrix. After that, the dictionary
ordering concept is applied to sort these eigenvectors to calculate the variation between the
eigenvector and their neighbour vectors. Finally, the difference among these eigenvectors
is observed to check the duplication forgery. The Spatio-temporal slices are extracted and
analyzed by Lin et al. [67] to identify and localizes the inpainting forgeries such as TCP and
ETS. The approach is divided into two parts: Spatio-Temporal Artifact Analysis (STSA)
and Refinement. The STCA from the video frames is extracted, and abnormal regions with
high inconsistency or similarity are analyzed. Then, the map of the Whole Spatio-Temporal
Slice Artifacts (WSTSA) is obtained. At last, the refinement process is applied with the use
of the WSTA map to match every Spatio-temporal slice artifact to detect the forgery. The
limitation of their approach is that it is not suitable for multiple object removal forgery. To
overcome the flaws, the same authors in [68] modified the existing approach to identify
and localizes the inpainting forgeries such as TCP and ETS in the video. They filled the
area left after the object removal forgery, and design a new approach depends on coherence
examination to handle the manipulated areas in digital video. The technique has experi-
mented on a set of 18 test videos.” Although it detects the multiple object removal forgery,
the performance of their technique is affected by an increase in the compression of video.
Based on structural similarity Li et al. [60] have suggested a method to detect and locate the
frame duplication (alternatively called as temporal copy-move forgery) in the video. The
frames in the video are separated into an overlapping block, and the structural similarity
among two consecutive frames are measured to detect the forgery. Zheng et al. [153] pre-
sented a technique to detect the frame insertion forgery in the video based on the Block
wise Brightness Variance Descriptor (BBVD). They divide the video into a series of frames

>The details of test video sequences are available at on Internet via URL: https://sites.google.com/site/
multimediaforensic, (STCA, 2013).
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and theses frames again partitioned into an overlapping block. BBVD features are extracted
and analyzed from each of these blocks to detect the forgery. Wang et al. [128] have pre-
sented a technique based on the Consistency of Correlation Coefficients of Gray Values
(CCCoGV) to detect frame insertion and deletion forgery in the video. The differences in
CCoGYV values among adjacent frames of videos are computed to identify the forgery and
SVM algorithm is used to distinguish the forged and original video. The authors have also
reported the classification accuracy, for a single type of forgery with 25 frame insertions,
100 frame insertions, 25 frame deletions, and 100 frame deletions are 99.22 %, 99.34 %,
94.19 %, and 97.27 % respectively. Whereas classification accuracy for two types of forgery
with 25 frame insertions & 25 frame deletions is 96.21 % and with 100 frame insertions &
100 frame deletions is 95.83 %. Yin et al. [145] proposed method using Nonnegative Tensor
Factorization (NTF) for the detection and localization of frame insertion/deletion forgery in
the video. The method is based on the finding consistency of the time-dimension factor to
detect inter-frame forgery. The video is factorized with the use of NTF algorithm, and then
the time-dimension factor is extracted from it. At last, The correlation among the extracted
elements of the coefficient is compared to detect the forgery. Chittapur et al. [22], have
designed a method to detect the region level forgery based on the statistical property of mean
and pixel comparison. The temporal difference among each of the video frames is exam-
ined to identify and locate the forged region. Tralic et al. [120] presented frame duplication
forgery detection method for the video based on Local Binary Patterns (LBP) and Cellular
Automata (CA). The video frames are divided into overlapping blocks. Then, the histogram
rule is created and applied a CA to every block to detect the forgery. Based on the inconsis-
tency of Quotients of Consecutive Correlation Coefficients of LBPs (QCCoLBPs), Zhang
et al. [151] presented video forgery detection algorithm to expose the inter-frame forgery
(i.e., frame insertion or deletion). The QCCoLBP is calculated between the neighbouring
frames in the video. Then, the Tchebyshev inequality concept is used to detect suspicious
abnormal points. The Precision and Recall parameters are taken into consideration to mea-
sure the performance of the algorithm. The (Precision, Recall) values for single type of
forgery with 25 frame insertions, 100 frame insertions, 25 frame deletions and 100 frame
deletions are (98.62 %, 95.33 %), (98.78 %, 94.49 %), (89.27 %, 87.48 %) and (94.31 %,
91.47 %) respectively. Whereas precision, recall values for two types of forgery such as
insertion and deletion are 88.16 % and 85.80 % respectively. Singh et al. [105] have sug-
gested a method to identify and locate the frame duplication forgery in the video with the
help of block-based features. They divided each frame of video into four sub-blocks (B1,
B2, B3, B4) and approximately, nine features from each frame in the form of the mean of
a block, ratio and residue for each sub-block are extracted. Then, a lexicographical sort is
performed on to the extracted feature to group the similar frames of video. After that Root
Mean Square Error (RMSE) value between adjacent frame is calculated, if it is less than
a threshold value, then the frames are rejected, and a remaining frame is kept as doubtful.
Finally, The correlation between doubtful frames is computed to identify the frame duplica-
tion. Pandey et al. [83]-b suggested forgery detection method to expose copy-move forgery
in the video frame based on Scale-Invariant Features Transform (SIFT) and K-NN matching
algorithms. A compressive sensing technique is proposed by Su et al. [110], to identify mov-
ing foreground removal from the video with a static background. They collected the feature
difference among the adjacent frames with the use of the Singular Value Decomposition
(SVD) algorithm. After that, random projection concept is applied to investigate the features
in lower-dimensional space. These features are then clustered using a k-means technique to
detect the manipulations. Bagiwa et al. [10] have proposed an approach to detect the chroma
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key forgery present in the video depends on the correlation among extracted blurring arti-
fact. Chroma key is a kind of splicing forgery in which two videos are combined, with one
video’s background color becoming transparent to expose another video. They computed
cross-correlation between video foreground blocks and background to detect the forgery.
Xu et al. [139] have suggested a technique to detect the frame deletion, insertion, and dupli-
cation forgery in a video based on the histogram intersection. The correlation coefficients
are calculated using the histogram intersection, and then the outliers from it are analyzed to
confirm the forgery. Li et al. [65] proposed the method using the uniformity of Quotient of
Mean Structural Similarity (QoMSSIM) to detect the frame deletion and insertion forgery
in the video. They examined the facts that QoMSSIM are consistent for the original video
and it disturbed in case of forged video. QoMSSIM between each of the two frames is cal-
culated and observed for the presence of forgery. They used the SVM to distinguished the
original and forged video. The suggested method shows the robustness against recompres-
sion and white Gaussian noise. The authors have reported the classification accuracy, for a
single type of forgery with 25 frame insertions, 100 frame insertions, 25 frame deletions,
and 100 frame deletions are 98.62 %, 98.96 %, 90.72 %, and 94.94 % respectively. Whereas
for two types of forgery with 25 frame insertions & 25 frame deletions are 92.27 % and
with 100 frame insertions & 100 frame deletions is 92.75 %. Mathai et al. [74] presented
the algorithm to detect and localize the content duplication forgery (also called as a tempo-
ral copy-move forgery) in video using moment features and cross-correlation concept. The
features from the prediction-error array are estimated for every frame-block, and then the
normalized cross-correlation is checked to find out the duplication. Yang et al. [140] have
proposed approach to detect and localize the frame duplication forgery in a video with the
use of a similarity analysis method. The method worked in two steps. In the first step, the
features of each frame are collected by using the SVD algorithm. Then, Euclidean distance
is computed among the features of every frame with a reference frame. In the second step,
the duplications present in the video are identified using random block matching. Liu et
al. [71] have proposed the technique to identify the inter-frame forgeries in the video with
the use of Zernike Opponent Chromaticity Moments and Coarseness Analysis (ZOCM).
The same authors presented a Three-Stage Foreground Analysis And Tracking Algorithm
(3FAT) in [72] to identify the blue screen composition video forgery. They exploited irreg-
ularities of the contrast and luminance between background and foreground to detect the
forgery. In the first step, foreground blocks in a video are extracted using the multi-pass
foreground locating method such as GMM. After that, to detect the forged block, A mix-
ture of local features, such as luminance, contrast, efc. are used to verify the resemblance of
the foreground block and the background. Finally, the forged block in a subsequent frame
is monitored with the assistance of a compressive monitoring concept using a quick tar-
get search algorithm. Bozkur et al. [15] have introduced the technique to detect the frame
duplication forgery and localization of it in video based on forgery line. They divided each
frame of video into the non-overlapping sub-blocks, and DCT is applied to each of these
sub-blocks. After that, a row vector that contains the averaged DCT values is created from
each frame. These row vectors are then binarised to compute a correlation matrix and cre-
ates a correlation frame. Finally, hough transform is used on the correlation frame to find
forgery line to detect the forgery. Based on the binary features, the technique to detect and
locate the frame duplication and frame mirroring forgery in the video is proposed by Ulu-
tas et al. [122]. Firstly, the video is split into the frames, and each frame then transformed
into a binary form. The binary features from these frames are extracted to determine the
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similarity among feature. After that, the Euclidean distance measure is computed for ana-
lyzing the similarity among adjacent frames. Then Peak Signal to Noise Ratio (PSNR)
values among similar frames are measured to avoid the false duplication. At last, the post-
processing operation is applied to enhance performance. The same authors have designed
a method to handle the frame duplication forgery present in the video using Bag of Words
(BoW) model in [123]. The BoW model is invented here to generate visual words and
construct the dictionary from SIFT key points of frames in the video to detect the dupli-
cated parts. A patch-based algorithm to identify and localize the copy-move forgery in the
video with the help of Zernike moments features is mentioned in D’ Amiano et al. [24].
The similarity analysis-based scheme is developed by Zhao et al. [152], to detect and local-
ize the forgeries like frame deletion, insertion, and duplication with the help of histogram
and Speeded Up Robust Features (SURF). In the first module, the HSV (Hue-Saturation-
Value) color histogram comparison algorithm is used to detect the forgeries. The SURF and
FLANN (Fast Library for Approximate Nearest Neighbors) algorithms are used in the sec-
ond module to localizes the forgery. Su et al. [111] have suggested a forgery identification
method using Exponential-Fourier Moments (EFMs) features to identify the region duplica-
tion forgery (also called as copy-move manipulation) in videos. EFMs features are extracted
from every block of the current frame and check whether there is a matching pair or not.
Then, the Post-Verification Scheme (PVS) is used to eliminate manipulated pairs and locate
the forged area in the video frame. At last, an Adaptive Parameter based Fast Compression
Tracking (AFCT) method is used for checking the forged areas in the corresponding frames.
The proposed method worked efficiently for the forged region with mirroring attack (mirror
invariant). Furthermore, the same authors have presented a technique in [109] for detect-
ing the duplication forgery (Copy-Move forgery) in the digital video using Mirror-invariant
and Inversion-invariant SIFT (MI-SIFT). The MISFIT algorithm is used to extracts features
from the current video frame. Then, the manipulated regions in the current video frame are
detected. At last, Spatio-temporal context learning algorithm is created to finds the manip-
ulated regions in the other frames. Moreover, authors have developed another algorithm in
[112] to detect the forgery in videos with variable bit-rate compression for the detection of
foreground removal (also called as object removal ) forgery in the video. They created the
Energy Factor to detect forged frames and locate the manipulated region in those frames
by developing an adaptive parameter-based visual background extractor (AVIBE). The pro-
posed algorithm is robust against post-processing operation like noise addition, brightness
change, shaking screen and water ripples. Wei et al. [136] developed the detection tech-
nique based on a multi-scale standardized mutual information to detect inter-frame forgeries
such as frame duplication, insertion, and deletion forgery in the video. The crucial fea-
tures are extracted from the frames, and then the similarity between the adjacent frames is
calculated using the relevant measurement function. Based on the correlation coefficients
and coefficients of variation, Singh et al. [100] developed two separate algorithms to detect
the forgery in videos. The first algorithm extract mean features from each frame and esti-
mate the correlation among the frames to detect the frame duplication forgery. In contrast,
the second algorithm estimates the similarity among region within the frames to locate
the copy-move forgery. The algorithms are tested on both static and moving background
videos. To detect and localize the frame insertion, duplication, and deletion forgery in video
Bakaset al. [12] proposed the approach by analyzing the Haralick correlation inconsistency
among the frames. The benefit of the proposed approach is that it is independent of GOP
size/structure, and the number of frame deletion. Also, it is suitable for both slow-motion
static and moving background videos encoded with MPEG-4, XViD, H.264 and H.265
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codecs. The authors tested the proposed approach on static as well as a dynamic background
video and reported some parametric values such as precision, recall and Flscore. In case
of video with static background parametric values for frame insertion/deletion detection
and localization are PR=85 %, RR=89 %, F1-Score=87 % and PR=95.8 %, RR=94.2 %,
F1-Score=94.8 % respectively whereas for frame duplication detection and localization
the values are PR=93 %, RR=100 %, F1-Score=96 % and PR=98.8, RR=100 %, F1-
Score=99 % respectively. In case of Dynamic background video, parametric values for
frame insertion/deletion/duplication detection and localization are PR=95.6 %, RR=82.4 %,
F1-Score=88.4 % and PR=99.4 %, RR=97.6 %, F1-Score=98.4 % respectively. Bai et al.
[11] presented a technique to identify and locate the TCP and ETS inpainting forgery in
video using Spatio-temporal LBP analysis. The proposed method is tested on both static as
well as moving background video. However, performance is affected by fast-moving back-
ground videos. Aparicio et al. [8] presented a technique to detect and locate the copy-move
and frame duplication forgery in video using a block correlation matrix. The block corre-
lation matrix is used to stores both the spatial and temporal information of all the pixels
to detect the forgery. Based on texture inconsistency, Saddique et al. [94] proposed a new
method to detect the region manipulation forgery in the video. Firstly, the Difference of Con-
secutive Frames (DOCFs) from the video sequence is calculated. Discriminating features
are then extracted via a CCD-DRLBP (Chrominance value of Consecutive Frame Differ-
ence and Discriminative Robust Local Binary Pattern) descriptors which is then helpful for
the detection and localization of forgery. These extracted features are then supplied to the
SVM to identify video clips as authentic or forged one. The proposed approach is robust
against the geometric transformation and post-processing operations. However, it is not suit-
able for the video captured through moving camera. Aloraini et al. [5] have proposed an
approach for detecting the object-based forgery (specifically moving object) in the video.
The proposed approach divided into three stages such as spatio-temporal filter, sequen-
tial analysis and object movement estimation. In spatio-temporal filter stage, the video is
divided into frames, and spatial decomposition is applied with the help of Laplacian pyra-
mid.? Then the temporal high pass filter is used to detect the edges. The Sequential analysis
is the second stage which is used to identify the pixels change in video frames. At last, the
forged object estimation is done by summarizing all the pixels change in video frames. Fur-
thermore, The same authors have modified the existing approach based on Sequential and
Patch analysis and developed a new approach in [6] for the identification and localization
of object removal forgery in the video. In Sequential analysis, video sequences are mod-
elled as stochastic processes and alterations in the parameter during sequence modelling are
explored for the detection of forgery. Whereas in Patch analysis, video sequences are mod-
elled as a combination of normal and abnormal patches to identify the distribution of each
patch. Finally, the forged regions are localized by observing the movement of the removed
objects using abnormal patches. Kharat et al. [51] proposed a two-stage algorithm to iden-
tify the frame duplication forgery in MPEG 4 video. The motion vectors for all the frames
are determined to classify suspicious frames in the first stage. In the next stage, SIFT fea-
tures of every frame are calculated to take the final decision to identify duplication forgery.
The suggested method works fine for both on compressed and uncompressed videos with
different compression rate.

3The Laplacian pyramid is a flexible data structure with several appealing features for image/video analysis.
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3.2.5 Machine learning-based techniques

The use of machine learning techniques in the area of computer vision encourages the
researchers to apply machine learning (ML) and deep learning (DL) models for video
forgery detection. These techniques are data-driven (i.e., which need a huge amount of
data), and they are capable of automatically learning necessary complex features/artifacts
required to detect the forgery in the video. The different types of ML/DL models such as
SVM, K-Nearest Neighbour (KNN), Logistic Regression (LR), Linear Discriminant Analy-
sis (LDA), Multilayer Perceptron (MLP), Convolutional Neural Network (CNN), Recurrent
Neural Network (RNN), Long Short-Term Memory (LSTM), Auto Encoder etc. are used by
the researchers for the detection of forgery in the video. The analysis of video forgery detec-
tion techniques based on machine learning is shown in Table 5. Shanableh et al. [95] have
presented the machine learning-based approach for the detection of frame deletion forgery
in the digital video. They extracted different features such as prediction residuals, quantiza-
tion scales, percentage of intra-coded macroblocks, and PSNR values from the video. They
used machine learning methods such as K Nearest Neighbor (KNN), Logistic Regression
(LR) and SVM to detect the deletion forgery from a video. They used 36 MPEG-2 coded
videos with Constant Bit Rate (CBR) and Variable Bit Rate (VBR). The presented method
works on CBR and VBR encoded video with both fixed GOP and variable GOP length struc-
ture. Yao et al. [143] have designed deep CNN model to handle the object-based forgery in
a video. They transformed the input video into image patches by using an absolute differ-
ence algorithm. Then the training data set is generated, which is labelled as a positive and
negative sample of image patches. After that, the five-layer CNN model is trained using the
generated training data. They used Caffe deep learning framework [46] to implement the
CNN model. The designed model is tested on videos (encoded with H.264/MPEG-4 codec)
taken from SYSU-OBJFORG dataset [20]. Long et al. [73] have proposed Convolutional
3D Neural Network (C3D) model to detect and localize the frame deletion or dropping
forgery in a video by exploiting the Spatio-temporal relationship in the digital videos. The
proposed model is tested and validated on videos are taken from the Yahoo Flickr Creative
Commons 100 Million (YFCC100m) [144] and Nimble Challenge 2017 dataset [79]. The
proposed model is suitable for the video with stationary and moving background videos.
The work by D’ Avino et al. [27] used the deep learning model based on autoencoder and
RNN to detect the splicing forgery in a video. They extracted frame residual-based features
to train the network. The experiment is implemented in TensorFlow using the Adam learn-
ing algorithm and tested on a personal dataset, which is available at [34]. The limitation
of their model is that it takes too much time to train the deep learning network. Based on
the Spatio-temporal consistency, Kono et al. [55] have proposed Convolutional Long Short-
Term Memory (ConvLSTM) models to detect the object removal forgery in the video. They
used CNN to consider the spatial aspects of the video, whereas RNN is used to consider the
temporal aspect of the videos. The method works for both static and dynamic background
videos. Hong et al. [39] presented a scheme to delete the frame deletion forgery in HEVC
encoded video. They concentrated on the sort of frame changes that occur when the frame
is deleted, which create subtle differences between both the coding patterns in the source
and the manipulated video. The proposed scheme consists of two parts. In the first part, the
useful features from compressed coding information are extracted. The second part uses the
classifiers such as LDA, KNN and MLP to check the genuineness of the video. The bene-
fit of this scheme is that it is designed for the video encoded with the latest codec, HEVC.
Johnston et al. [48] proposed a framework for localization of region tampering in video
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using features learned from original video contents. They used CNN to estimate the com-
pression parameters like quantization scale, deblock filter setting and intra/inter-frame type.
Zampoglou et al. [147] presented a technique to detect the double quantization, frame inser-
tion and region manipulation in video using Deep CNN. They designed two forensics filter
one is based on DCT and other is based on quantization error. The filter outputs are then
given to the Deep CNN to differentiate original and forged video.

4 Anti-forensics techniques

Video anti-forensic techniques have been developed to deceive forensic investigation by
removing or concealing traces left after the forgery. Although forensic techniques are use-
ful in identifying digital manipulations in videos, most of them could fail if a forger uses
anti-forensic approach. The anti-forensic techniques work on the principle that if some-
one removes or reduces the traces left over after the manipulations in the video, which
itself leads to other evidence and that need to be further investigated to identify the forgery.
Stamm et al. [108] concentrated on the periodical re-compressed artifacts left after the
frame insertion and deletion forgery. They designed the anti-forensic technique by identi-
fying the P-frame prediction error in a manipulated digital video. Furthermore, the counter
anti-forensic technique has also been designed to make a comparative analysis between the
actual predicted error and a predicted error acquired from the video. Su et al. [113] presented
an anti-forensic method where the inter-frame relationships of coding modes in adjacent
frames are analyzed to determine whether the intra-prediction can be applied during the
re-encoding process of the tampered video. After re-encoding, the coding parameters and
the bit-rates are also examined to predict the targeted distribution of quantization indices to
detect the tampered video. Kang et al. [50] modified the frame deletion detection method-
ology in [70] and proposed new methodology which can also detect the frame insertion
forgery in the video. The authors also designed an anti-forensic method based on the analy-
sis of P frame prediction error for the detection frame deletion forgery. Besides, the counter
anti-forensic approach for frame deletion forgery have also been proposed, where the pre-
dicted error is estimated and then after it is compared with the stored prediction error. Yao
et al. [142] focused on the inter-frame interpolation as an anti-forensics operation to iden-
tify frame deletion forgery in the video. The method is tested on video encoded with H.264
and H.265 codec with GOP default size of 250. The analysis of anti-forensics techniques
for video forgery detection is shown in Table 6.

5 Deepfake detection

Deepfakes are media that use the machine learning to take a person in an actual photo or
video and replace them with someone else’s identity. Deepfakes were used in porn pictures
and videos to swap faces of politicians or celebrities. Hence, deepfake video can be misused
to trigger political or religious instability to fool the public and affect election campaign
results or disrupt financial markets by creating fake news stories [78]. Figure 18 shows
the example for deepfake video wherein the original face is replaced from a new one. The
analysis of deepfake detection techniques is shown in Table 7.

Li et al. [64] examined the fact that a normal human would usually blink somewhere
among 2-10 seconds, and it would take 0.1-0.4 seconds for every blink. Authors also noted
that blinking rates in deepfake video are relatively lower than those in normal videos. Based
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ORIGINAL DEEPFAKE

Fig. 18 Deepfake example [25]

on these physiological signal (such as eye blinking), they proposed a Long-term Recurrent
Convolutional Neural Networks (LRCN) model to detect the deepfake video. The set of eye
sequences are provided as an input to the LRCN model, which consist of three stages such
as 1) feature extraction 2) sequence learning 3) state prediction. The same authors proposed
deep learning-based model in [63] to detect the deepfake videos with the help of face wrap-
ping artifact. The CNN models such as such as VGG16 [99], ResNet152, ResNet101 and
ResNet50 [38] are used to detect the deepfake forgery. The PRNU analysis is adopted by
Koopman et al. [56] to expose the deepfake detection in a video. They divide the video into
frames and faces are cropped out from those frames. The extracted faces are then divided
into groups and PRNU calculated for each of these groups. After that, the mean normal-
ized cross-correlation score is calculated to distinguish deepfakes from authentic videos.
Guera et al. [37] explored the intra-frame frame and inter-frame consistency between video
frames and developed the temporal-aware pipeline approach using CNN and LSTM model.
The frame-level features are extracted using CNN, which are then fed to the LSTM model
to detect the deepfake video. The proposed model is tested on 300 deepfake videos with
an average accuracy of 96.96 %. Afchar et al. [1] proposed a MesoNet deep learning net-
work to observe the mesoscopic properties of images/frames for detecting the forged video
of faces. They evaluate the proposed deep network on fake video dataset with an average
detection rate of 98 %. To identify the deepfake video, a Recurrent Convolutional Network
(RCN) model is suggested by Sabir et al. [92]. The model is based on the integration of
the CNN features with DenseNet [44] and the gated recurrent unit cells [23] to analyze the
temporal correlation across frames. The suggested model is tested on the FaceForensics++
dataset [91], that consist of 1,000 videos. Yang et al. [141] presented a deepfake detection
method by analyzing the differences between 3D head poses containing head orientation and
position. The extracted artifacts are given to the SVM classifier to get the detection result.
Nguyen et al. [77] suggested capsule networks that identify the manipulation in images and
videos. They used VGG-19 network [99] to extract the latent features from video frame and
then fed it to the capsule networks (which is based on dynamic routing algorithm [93]) for
classification. Zhang et al. [149] have presented a novel transfer learning-based technique
to identify the deepfake forgery in the video. They used two neural network model such as
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Inception—v34 and MobileNet V1 [40] to detect the deepfake video. Amerini et al. [7] pre-
sented a technique to expose the deepfake detection in video using optical flow coefficients
and CNN classifier. Firstly, they divide the video into frames, and then optical flow coeffi-
cients among all these frames are extracted. Finally, the extracted features fed to the CNN
model to identify the original or fake video.

6 Video forgery datasets

In this section, the analysis of existing available video forgery dataset is studied and
analyzed. Table 8 shows the analysis of video forgery datasets. Qadir et al. [86] have cre-
ated another video dataset for testing video forgery detection technique named as Surrey
University Library for Forensic Analysis (SULFA). It consists only copy-move type of
forgery-based videos. The SULFA dataset consists of 150 videos collected from static cam-
eras, and it is available online at [117]. Each video in a dataset is 10 seconds long, with
a frame rate of 30 fps and has a resolution of 320 x 240. SYSU-OBJFORG is one of the
forged video datasets, which comprises of 100 original video footages and 100 forged video
footages developed by Chen et al. [20]. These video sequences are of 11 seconds long,
with a resolution of 1280 x 720, compressed by H.264/MPEG-4 codec with a bit rate of 3
Mbit/s and has a frame rate of 25 fps. REWIND forged video dataset is created by Bestagini
et al. [13]. They used SULFA dataset [86] to create their dataset. This dataset consists of
10 original and 10 forged videos which are having a resolution of 320 x 240 pixels with a
framerate of 30 fps and compressed with MJPEG and H264codec. REWIND dataset con-
tains the differences between the frames of the original sequences and the forged sequences,
which is useful in video forgery detection. The dataset is available at [88]. Ulutas et al.
[123] have created a dataset which consists of 31 forged videos (with both static and mov-
ing background videos) with frame duplication forgery. They perform the manipulation on
25 videos are taken from SULFA dataset [86] and 6 videos from different movie scenes
using virtual dub software. The dataset is available online at [26]. D’ Amiano et al. [24]
have created a dataset which consists of 15 forged videos with copy-moves forgery (forged
videos with 10 additives and 5 occlusives). They used After Effects Pro tool to perform the
forgery in the video. The dataset is available online at [35]. Davino et al. [27] have created
the dataset which contains the forged video with splicing forgery. This dataset contains 10
forged videos along with the 10-original video. The Adobe After Effects CC tool is used to
perform the forgery in the video. The dataset is available at [34]. Al-Sanjary et al. [4] cre-
ated a Video Tampering Dataset (VTD) which contain manipulated videos which are used
for testing the performance of video forgery detection technique. Videos are collected from
YouTube and networking websites. The VTD includes 33 videos, categorized among three
types of forgeries such as Splicing forgery, Copy-Move forgery, and Swapping-Frames.
The length of each video is of 16 seconds, with a resolution of 1280 x 720, and a rate
of 30 frames per second. Their dataset is available at [125]. Ardizzone et al. [9] have cre-
ated datasets of tampered videos by cloning the objects (copy-move forgery) from a video
sequence. Also, they applied various transformations on tampered videos such as Scaling,
Shearing, Rotations, Flipping, Luminance and RGB. They gathered different videos from
SULFA [86] and CANTATA [16] video datasets for the scenario related to traffic control

4 Inception V3 [118] is a CNN that is trained on over a million of images from ImageNet dataset.
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and parking surveillance. Their dataset contains 160 forged videos with an average duration
of 30 cloned frames.

7 Generalized architecture of passive video forgery detection

Video forgery detection using passive techniques are binary classification techniques. The
main aim of these techniques is to classify given videos into two classes, such as original and
forged videos. Most of the existing passive forgery detection techniques, first extract distinct
features from videos, then select an appropriate classifier and train it using the extracted
feature set to classify the videos. Few such techniques are proposed in Chen et al. [20],
Aghamaleki et al. [2], Aghamaleki et al. [3], Hsu et al. [41], Ravi et al. [87], Kancherla et al.
[49], Wang et al. [129] Tan et al. [119], Chen et al. [19], Lin et al. [69], Wang et al. [128],
Li et al. [65], Shanableh et al. [95], Yao et al. [143], Long et al. [73], D’ Avino et al. [27],
Sabir et al. [92], Yang et al. [141], Guera et al. [37] and Nguyen et al. [77]. The generalized
architecture for passive video forgery detection technique is shown in the Fig. 19 which
consist of the following important stages:

—  Pre-processing: - The main objective of pre-processing is an enhancement of the digi-
tal video frames that suppresses from unnecessary alteration or improves some features
crucial for later processing. Before the feature extraction stage, some important opera-
tions have to be performed on the video, like RGB to gray conversion, DWT or DCT
transformation and cropping to optimizes the classification performance.

—  Feature Extraction: - This stage starts with a set of calculated data and builds resultant
values which are called as features that considered being relevant and non-redundant.
A collection of features shall extract for every class of video frame that is used to
differentiate it from other classes. In digital video analysis, feature extraction obtains
the useful artifact from a video which will be helpful for further investigation.

—  Feature Pre-processing: - The use of this module is to decrease the feature dimension-
ality without significantly reducing the efficiency of classification.

—  Forgery Detection Technique: - The main aim of this stage is to apply certain techniques
on extracted and pre-processed features for detecting the forgery in the digital video.

—  Classification: - The prime use of this module is to analyze to which of the class a new
inspection fits in, with the use of a training set of video contents containing observations

Feature
Video Input ™ Pre-processing ™| Extraction and
Pre-processing

l

Apply Forgery
Classification [*™™|  Detection
Techniques

Forgery k
Localization

Fig. 19 Generalized architecture for passive video forgery detection
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whose class is known. Based on the extracted collection of chosen features, the suitable

classifier is designed to make a distinction between the original and the forged video.
—  Forgery Localization: - The main target of this stage is to locate the exact place of the

forgery present in the video.

8 Discussion and new challenges in video forgery detection

Based on the study of various passive video forgery detection techniques invites several
merits and demerits illustrated in Table 9.

Table9 Merits and demerits of various passive video forgery detection techniques

Techniques Merits Demerits
Compression Almost all the video present over the Performance relies on the video
Artifacts Internet is in a compressed format to codecs used for compression.

Noise Artifacts

Motion Features

Statistical Features

Machine Learning-

Based Techniques

solve the storage problem. Specifically
designed for compressed videos to
detect/localize both inter and intra-frame
forgery. Also suitable for the detection
of double compressed video.

Noise is an essential feature or a clue in
the video forensics. Almost every video
contains several sorts of noise. So, it
will be easy for the researcher to work
on this feature directly.

Motion is an essential feature in video
forgery detection. Detect/Localize both
inter and intra-frame forgery, but it is
mostly suitable for inter-frame forgery.
Especially the optical flow algorithm
is one of the frequently used algorithms
to detect the forgery in the video.

Almost every video consists of statistical
feature such as pixel correlation, geome-
tric and physical properties, so it is one
of the most widely used techniques for
forgery detection. Detect/Localize both
inter and intra-frame forgery

Emerging techniques in video forgery
detection domain. Less human interac-
tion is needed due to the use of ML/DL
models. No need to extract the hand-

crafted aritifacts/features from the
forged video. Also, useful for deepfake

detection in video.

Change in video bit-rates and
quantization scale ratio affect

the performance.

The video noise has clearly changed
over the last 15 years; it’s been a
challenging task for the researcher
to create a new methodology as of
for the new type of noise.

The performance of the detection tech-
niques may affect due to the speed of

the video and background of the video.

Need to study several algorithms for a
different type of statistical features.
Computational overhead is high due

to the complex correlation calculations.

Somehow costly as it requires resource
like high-end GPU. Need a huge dataset
and required more computational power.
Currently useful in identifying specific

forgery.
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It is observed from the study on various existing passive video forgery detection tech-
niques, for a particular scenario, the suitable method for detecting the forgery relies on
following essential parameters, such as.

—  Compression: The performance of most of the video forgery detection techniques dis-
cussed in the literature relies on the video codecs such as H.264, MPEG-4, MPEG-3,
MPEG-2, and MPEG-1 used for compression. Compression artifacts based techniques
may fail in uncompressed forged videos. It is recognized that the forgery detection
accuracy of many of the existing techniques decreases with the increase in compression
ratio. Also, it is affected by the change in video bit-rates and quantization scale ratio.
In most of the cases, compression artifacts present in the video degrades the perfor-
mance of the detection system. Many of the techniques proposed so far able to detect
the forgeries in video compressed with specific codec only. Video recompression using
the same encoding parameters and forgery identification in highly compressed videos
are some of the issues that need to be addressed.

— GOP’s Structure: The most usually used video encoder such as H.264/AVC uses adap-
tive GOP’s structure in the current scenario where the GOP size will expand up to 250
frames depending on the video content changes. Many of the mentioned techniques
work well for GOP with a fixed structure size, and quite a few them are useful for detect-
ing the forgery in variable GOP structure videos and are unable to detect the deletion
of a complete GOP or multiples of GOP’s.

— Noise: Since the video noise has clearly changed over the last 15 years; it’s been a
challenging task for the researcher to create a new methodology as of for the new type
of noise. Also, it is observed that the noise present in the video affect the performance
of the detection system.

— Video Background: Many recent forgery detection techniques designed so far are
capable of detecting the forgery in a video with a static background (i.e., not suitable
for the video with dynamic or moving background). Exceptionally few techniques are
developed to expose the forgery in video with a moving background, so it is another
issue for researchers to work on it.

— Detection and Localization of Forgery: Most of the stated techniques deal with the
identification and localization of a single type of forgery in the video. At the same time,
they are not capable of examining multiple forgeries present in the video. Splicing,
Frame replication, upscale crop, and frame mirroring are a different kind of forgeries
in the digital video, which are not much explored.

—  Video Frame Count: Most of the present techniques are dependent on the numbers of
frame inserted, deleted or duplicated in case of detection of inter-frame forgery. Also,
these techniques are not able to detect the forgery in the video when the video frame
count is less than a certain threshold.

— Video Quality and Length of the Video: Many video forgery detection techniques
have designed only for low resolution and short length videos. Due to which there is an
extended scope for the researchers to develop a better method to detect and localize the
forgery in long length videos.

— Video Forgery Datasets: The foremost concern of existing techniques discussed in
the literature is the lack of video forgery datasets to perform comparative experimental
analysis. The current datasets mostly consist of videos with a single type of forgeries
such as copy-move, splicing, and frame duplication, also it mostly contains the forged
videos with stationary background only. Very few datasets reviewed in the literature
consist of a forged video with a moving background. Presently no such video forgery
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Table 10 Summarization of video forgery detection techniques (A: Copy-Move, B: Splicing, C: Region
Manipulation (Object insertion or deletion), D: Frame Insertion, E: Frame Deletion, F: Frame Duplication,
G: Frame Replication, H: TCP & ETS Inpainting, I: Upscale Crop, J: Mirror Invariant, K: Detection, L:
Localization, M: Fixed Size GOP, N: Variable size GOP, O: Video with Static Background & P: Video with
Moving Background

Ref. A B C D E F G H I J K L M N O P

Wang et al. [130] X v vV x x x x x v x Vv x V

Wang et al. [133] X v v x v v x Vv

Subramanyam vV x x x x Vv x x x x ¥ x v x Y
etal. [115]

Subramanyam X x v x X xXx x x x x v x Vv x Vv x

etal. [116]
Labartino et al. [59]
Gironi et al. [33]
Liu et al. [70]
Aghamaleki et al. [2]
Aghamaleki et al. [3]
Fadl et al. [29]
Mondaini et al. [76]
hsu et al. [41]
Kobayashi et al. [53]
Kobayashi et al. [54]
chetty et al. [21]
Hyun et al. [45]
Ravi et al. [87]
Pandey et al. [83]-a
Hu et al. [42]

Singh et al. [102]
Singh et al. [101]
Fayyaz et al. [31]
Wang et al. [131]
Suetal. [114]
Dong et al. [28]
Kancherla et al. [49]
Lietal. [61]
Bestagini et al. [13]
Chao et al. [17]
Wang et al. [134]
Feng et al. [32]

Wu et al. [137]
Wang et al. [129]
Tan et al. [119]
Bidokhti et al. [14]
Zhang et al. [150]
Yu et al. [146]
Chen et al. [20]

X X X X X X X X X X X X X X X X X X X SN X SN X X X SN X X X X X X
X X X X X X X X X X X X X X X X X X S X X X X X X X X X X X X X x X
A X X X N X X X X X SO X X X AOX X X A X X X X N A X A X X X X xS
X X X X X SN X X SO X X X A X X X X X X X X X X X X X OX 88X o«axXx
XA A X XA A X X X R A X X X X X X R X X X X X X X e A e X
X X N A X X AOX SO X X X X X X X X X X X X X X X X X X SN X X X x X
X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X
X X X X X X X X X X X X S X X X SN X X X X X X X X X SN X X X X X x X
X X X X X X X X X X X X X X X X X X S X X X S X X X X X X X X X X X
X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X
A N N N N N N N N N N N N N NN N N N N N YN NN NENEN
SN N N N N N N N N T N N N N N N N N N
A N N R N N N N N N N N N N N N N N N N N N N N N N SENEN
X X X X X SN X X X X X A X X X A X X X X X X X X X X X SN O XX
A N N N N N N N N N N N N N N N N N N N N N N N R N YR NRN
X X X X X X X X X X X X X X X X X & X X X X X X X X X X X X X X X X
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(continued)

Table 10

L M N O P

K

F G H

E

Ref.

v v

X

X

Singh et al. [103]

v v v X X v v v

X

X

Kingra et al. [52]

v vy v v

X

X x v v v Vv x X

X

Sitara et al. [107]

Pu et al. [85]

v
X

Wang et al. [132]

Zhang et al. [148]
Chen et al. [19]

v v v X

X

X

Hu et al. [43]

X

v v
v v
v v v
v o vov
v v
v v v
v v v
v v v
v v
v v v

X

Lin et al. [61]

X

X

X

Liao et al. [66]
Lin et al. [67]
Lin et al. [68]
Li et al. [60]

X

X

v

X

X

X

X

X

X

X

X

Zheng et al. [153]

X X

x x Vv vV X
v v

X

Wang et al. [128]

X X

X

X

X

Yin et al. [145]

X

X

X

X

Chittapur et al. [22]

X

X

X

Tralic et al. [120]
Zhang et al. [151]

x v v X

X

X

v

v o vov

X
v

Singh et al. [105]

Pandey et al. [83]-b
Suetal. [110]

Bagiwa et al. [10]

Xu et al. [139]
Li et al. [65]

v
X

Mathai et al. [74]
Yang et al. [140]
Liu et al. [71]
Liu et al. [72]

v v v

X

X

X

v v v
v v v v

X

X

Bozkurt et al. [15]

X

X

X

Ulutas et al. [122]

v

X

v v v
v v v
v v
v v v
v v v Vv

X

X
v
X
v
v

Ulutas et al. [123]

X

X

X

D’ Amiano et al. [24]
Zhao et al. [152]

Suetal. [111]

X

X X X

v v v o x

X

X

X

X

X

Su et al. [109]
Suetal. [112]

v

X

v v
v v v
v v v

X

X

x v Vv VvV x x x X

X
v
X

Wei et al. [136]

v

X

X

Singh et al. [100]

x x v v v v v V
v v
v v
v v v

X

x v v Vv x

X

Bakas et al. [12]

Baietal. [11]

v

X

X

X

X

v
v

Aparicio et al. [8]

X

X

v

Saddique et al. [94]
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Table 10  (continued)

Ref. A B C D E F G H I J K L M N O P
Aloraini et al. [5] X x Vv x X X X X x x v Vv Vv x Vv x
Aloraini et al. [6] X X Vv X X X x X x x v v v x Vv x
Kharat et al. [51] X X X X X Vv x x x x v v v x Vv x
Shanableh et al. [95] X X X X v X x x x x v v v Vv v x
Yao et al. [143] V x VvV X X X X x x x ¥ x ¥ x Vv x
Long et al. [73] X X X X v x x x x x v Vv v x Vv V
D’ Avino et al. [27] X v X X X X x x x x v Vv Vv x Vv x
Kono et al. [55] X X Vv X X X x x x x v v Vv x Vv x
Hong et al. [39] X X x x v X X X x x v Vv Vv x Vv x
Johnston et al. [48] v Vv vV x x x X x x x v v v x v Y
Zampoglouetal. [147] x x v Vv x x x x x x Vv x Vv x Vv X
Stamm et al. [108] X X X v VvV X X x x x Vv x v x Vv x
Suetal. [113] X X X X Vv x x x x x Vv x Vv x Vv x
Kang et al. [50] X X X v vV x x x x x Vv x Vv x Vv x
Yao et al. [142] X X X X v x x x x x v Vv Vv x Vv x

dataset is publicly available on the Internet which includes of inter-frame forgeries such
as frame insertion, frame deletion, and frame shuffling. Hence, there is ample scope
for the researchers to create the forged video dataset for other types of forgery with a
moving background.

Computational Time: It is the primary task for researchers to reduce the high
computational time needed to detect and locate forgery in the video.

Post-processing operations: The most of forgery detection techniques presented in
the survey has not addressed the robustness against post-processing operations such as
intentional noise addition, compression and brightness change.

Use of Machine Learning/Deep Learning: Very few techniques are developed so
far, which make the use of machine learning methods, especially deep learning. The
immense scope is there for the researchers to work with different types of ML/DL mod-
els for the detection of both inter/ intra frame forgery in the video. The use of ML/DL
models in the area of video forgery detection encourages the researchers to design the
automated technique for forgery detection.

Inadequate Anti-forensic and Deepfake Detection Strategies: Very few anti-
forensics techniques are developed so far to expose the forgery in the video. Especially
most of the techniques designed can handle frame deletion forgery only. So, it has
become a great chance for the researchers to explore the anti-forensic strategies for
other types of forgery. Furthermore, deepfake detection in the video is one of the hot
areas for further research in video forensics domain.

Audio aspect in Video: Although the visual contents of video help us in legal matters
at the same time, it is impossible to ignore the role of audio in making the decision. All
the existing forgery detection technique proposed so far only focused on visual content,
i.e., no attention has been given to the audio component of digital video.

We believe that this study will enable researchers working in the field of video forgery

detection to find new useful approaches and ideas. The detail summarization of video
forgery detection techniques is presented in Table 10.
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9 Conclusions

This paper presented a comprehensive analysis of passive video forgery detection tech-
niques. The detailed analysis of passive video forgery detection techniques is performed in
terms of features/method used, forgery identified, datasets used, performance parameters
along with their limitations. The emerging topic, such as anti-forensics strategies and deep-
fake detection in the video have also been discussed. Furthermore, the standard benchmark
datasets related to video forgery have been reviewed. Some of the critical challenges which
can contribute to significant research in this field has also been mentioned. Although the
researchers have proposed several techniques for passive video forgery detection, still there
is a necessity to introduce some new techniques which can overcome the points discussed
in Section 8. It is observed that most of the existing video forgery detection techniques deal
with identifying a single type of forgery and are unable to deal with multiple forgeries. Also,
most of the current techniques are dependent on the size of GOP’s structure, codec used
for video compression, compression rate, noise, size/length of the video, video frame count
and background of the video. Very few techniques are designed so far that can detect the
forgeries in the video with the help of machine/deep learning. Anti-forensic and deepfake
detection in the video is the new aspects that need to be explored more. This survey will
be helpful for the research fraternity to improve passive video forgery detection techniques
with new ideas.
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