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Abstract
As a new human identification technology, gait recognition is receiving more and more
attention in recent years. However, traditional gait recognition techniques are limited by the
challenges of feature representation and extraction algorithms. In this paper, by utilizing
the self-attention mechanism, we propose a novel gait-based human identification solution.
Firstly, we utilize non-local neural networks (NLNN) to extract non-local features from a
pair of randomly selected gait energy maps (GEIs). Secondly, based on the relationship
between GEIs and various parts of the human body, the output of NLNN is horizontally
segmented into three sections, i.e., strong-dynamic region, weak-dynamic region and micro-
dynamic region, respectively. Thirdly, the segmented gait features are weighted ensembled
by three two-class classifiers. Finally, two experiments are carried out with the OU-ISIR
large population dataset and the CASIA dataset B to evaluate the proposed approach.

Keywords Human identification · Non-local features · Gait recognition · Self-attention

1 Introduction

As a prominent human identification technology, gait recognition is receiving more and
more attention in recent years [9, 26]. Gait recognition can be used in intelligent video
surveillance systems and has also been investigated as new means in human leg rehabilita-
tion medical diagnosis. Compared with other biometric methods, such as face recognition
and fingerprint recognition, gait recognition has the advantage of easy remote recognition,
and the recognition process usually does not need to be deliberately cooperated by the rec-
ognized object [33]. However, due to changes in external factors during gait data collection,
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such as lighting, road conditions, camera resolution as well as clothing, weight-bearing, and
carrying conditions of a pedestrian, gait variance of the same person may be much obvious
than the differences from different persons. The traditional method to resolve the problems
is to construct well-designed gait features and reduce the influence of interference on gait
recognition by setting a group of constraints [17, 22, 23]. Nevertheless, though this kind of
methods can well solve the problem in a specific environment, it is difficult to apply them
to other applications. Fortunately, deep learning techniques provide better support for gait
feature representation using end-to-end technology [5, 19].

This paper proposes a novel gait-based identification method, which combines non-local
and regionalized features to better extract fine-grained gait features. The main contributions
of this paper include the following two aspects:

(1) A regionalized gait feature representation is proposed. Considering the pre-alignment
operation in the generation process of gait energy map (GEI) [7], we segment a human
body contour directly into three parts, i.e., strong-dynamic region, weak-dynamic
region, and micro-dynamic region. Three two-class Softmax functions are employed
as classifiers to be trained separately.

(2) A gait-based human identification method by combining non-local and regionalized
features is presented. After extracting non-local features, we input them into two chan-
nels of the network separately and obtain the relevant non-local features so as to
improve the non-locality of the regionalized features, thus to enhance the inter-class
discrimination of gait features.

(3) Comparative experiments are carried out based on two well-known gait databases,
which demonstrate the effectiveness of the proposed method. The first database,
namely, CASIA Gait Dataset B [40], is used to evaluate the proposed method in a
cross-view environment; whilst the second one, i.e. OU-ISIR Large Population Gait
Dataset [11], is used to test the proposed method under large-scale datasets.

The rest of this paper is structured as follows. In Section 2, we will review and discuss
those existing gait recognition methods. Then, the solution proposed in this paper will be
described on details in Section 3. Next, in Section 4, comparative experiments will be carried
out based on two well-known gait datasets. Finally, in Section 5, our conclusion and future
work of this paper will be addressed.

2 Related work

According to the categories of learning models, the existing gait recognition methods can
be roughly categorized into two types: discriminative methods and generative methods [29].
In a typical supervised machine learning task, to predict the label Y from the feature set X,
a discriminative method finds P(Y |X), namely, the posterior probability, while a generative
method finds P(X, Y ), to wit, the joint probability.

The discriminative gait recognition method is to learn gait models from the historical
walking data and judge the probability that the query sample belongs to each known class
using the learned model. Typical discriminative methods [6, 8, 15, 27, 34, 38] include sup-
port vector machine (SVM), artificial neural networks (ANN), decision tree, conditional
random fields (CRF), and linear discriminant analysis, etc. Shiraga et al. [27] presented a
gait recognition approach based on convolutional neural network (CNN) and demonstrated
it in cross-view gait recognition problems.This approach significantly outperforms many
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existing ones on OU-ISIR LP Dataset, but more evaluations on gait datasets with wider view
variation have not beed conducted. In [34], a Gabor wavelets-based gait recognition method
was proposed, in which an effective dimension reduction algorithm (2D)2PCA was used to
preprocess the input GEIs and a multi-class SVM classifier was employed to achieve gait
classification.One limitation of the above method is that the process of generating GEI may
lose some dynamic gait features, since they are calculated by averaging a series of images.
To resolve gait-based human identification problems, Wu et al. [38] proposed three CNN
structures which can be trained using a small group of labelled cross-view gait videos. Three
network architectures were investigated to compute the differences between two GEIs and
achieve gait-based human identification. In [8], gait recognition is achieved using SVM
and neural networks by simultaneously extracting model-based and model-free gait fea-
tures from each frame in a gait cycle. Their experiments demonstrated that the SVM-based
method was approximately equal in term of recognition rate with neural network-based
approaches when the input was geometry gait features; but the recognition rate of the SVM-
based method was less than that of neural network-based ones, when the input is texture gait
features. Nomm et al. [15] used decision tree to analyse the gait of patients so as to support
modelling and diagnostics of Parkinsons disease. Hagui and Mahjoub [6] utilized a hidden
CRF model to combine a spatial classifier and a temporal classifier, the former assigned a
label to a local feature and the latter used a motion history image. This method assumed
that only one moving object existing in the gait videos which is similar with many other
methods. In [37], a gait recognition scheme was proposed, which utilized a new gait feature
representation by using consecutive gait silhouette pictures, and constructed a multichan-
nel CNN network to tackle a set of sequential images in parallel.This method only utilized
the generated side view image as the matching feature, instead of exploring intermediate
layer features neither others effective feature extraction methods. In short, discriminative
gait recognition methods are to establish a discriminant function under the condition with
a finite number of samples so as to find the optimal classification plane between various
categories. The primary advantage of this type of methods is that it can clearly distinguish
the differences between multiple classes, or one and other classes. The main disadvantage
is that it does not reflect the characteristics of the training data itself.

The generative gait recognition method is to learn a gait model for each known per-
son in a given database, and then use the corresponding model of all classes to determine
the matching probability of the query sample. In particular, generative adversarial network
(GAN) [4], variational autoencoder (VAE) [13], and their variations, e.g. information max-
imizing GAN (InfoGAN) [2], GAN using Divided Z-Vector (DzGAN) [31], least squares
GAN (LSGAN) [21], Wasserstein GAN (WGAN) [1], Ladder VAE(LVAE) [28], are impor-
tant approaches in pattern recognition and artificial intelligence, and their outstanding data
generation ability has been widely concerned [24]. GAN [4] is a novel generative model,
in which are two networks, one is generator, and the other is discriminator. The role of
the generator is to create as realistic data as possible to deceive the discriminator. The role
of discriminator tries to distinguish fake samples from real ones. InfoGANs [2] apply an
information-theoretic extension to the GAN that is able to learn disentangled representa-
tions in a completely unsupervised manner.DzGANs [31] implement conditional learning
using not images but one-hot vector by dividing the range of z-vector. In the DzGAN, the
discriminator is fed by the images with label using one-hot vector and the generator is fed
by divided z-vector with corresponding label fed into the discriminator. LSGANs [21] adopt
the least squares loss function for the discriminator and minimize the objective function of
LSGAN yields minimizing the Pearson chi(2) divergence, which can generate higher quality
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images than regular GANs and perform more stable during the learning process. By con-
trast, WGAN [1] minimizes a Wasserstein-1 distance between the two distributions making
progress toward stable training of GANs. On the other hand, a VAE [13, 28] is an autoen-
coder whose encodings distribution is regularized during the training in order to ensure that
its latent space has good properties allowing us to generate some new data. Moreover, the
term “variational” comes from the close relation there is between the regularization and the
variational inference method in statistics.

Representative gait recognition methods based on generative models [12, 14, 20, 25, 32,
36] include hidden Markov model (HMM), naive Bayesian model, Gaussian mixture model
(GMM), latent Dirichlet allocation (LDA), probabilistic latent semantic analysis (PLSA),
etc. Wang et al. [36] proposed a method for gait recognition based on a self-adaptive hidden
Markov model (SAHMM), which uses a small number of samples with similar acquisition
conditions to the target environment. In [32], a cross-view gait recognition method based on
ensemble learning was proposed, which combined several basic HMM classifiers to increase
the robustness of gait classification in different views. But this method did not utilize the
deep learning technologies, which was powerful in feature extraction and representation
process. Kozlow et al. [14] proposed a Bayesian network-based approach to achieve gait
classification, which represented human gait by using the body joint coordinates from stride
length and various joint angles. Manap et al. [20] demonstrated the potential of naive Bayes
classifier as an normal gait pattern detection. In [25], a gait-based person identification
method based on Gaussian mixture model and universal background model was proposed
which used inertial signals from a smartphone. Kanwar and Upadhyay [12] presented an
appearance-based gait identification method which is insensitive to view, clothing and light-
ning conditions. Compared with several other approaches, this method performed better in
related experiments, but the results were obtained with small datasets. In a word, genera-
tive gait recognition methods represent the distribution of data from a statistical viewpoint.
The main advantage of generative gait recognition methods is that their learning methods
converge faster; i.e., when the sample number increases, the learned models can converge
to the real model more quickly; when there is a hidden variable, the generation method can
still be used. The shortcoming of these methods is that the learning and calculation process
is more complicated.

In order to obtain the intrinsic features with high discrimination ability, we present a
regionalized gait feature representation. Then, we propose a gait-based human identification
method by combing non-local and regionalized features. Finally, the proposed methods are
evaluated based on CASIA Gait Dataset B and OU-ISIR Large Population Gait Dataset.

3 Our proposedmethods

As shown in Fig. 1, a gait-based human identification method mainly consists of three
modules:

(1) Gait data preprocessing. This module mainly includes two basic operations, i.e.,
GEI construction and generation of GEI pairs. In the GEI construction, we calculate
GEIs for each person, which reflect the spatiotemporal motion characteristics of the
walking-related parts of a human body in a gait cycle. Then, in the second operation,
positive and negative GEI pairs are sampled from the obtained GEIs of each person,
which will be used as the inputs of next module.
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Fig. 1 The flowchart of a gait-based human identification method

(2) Non-local gait feature extraction and feature fusion. In this module, there are three
processes for extracting non-local features, two of which are based on the output of two
convolutional channels and the other is based on the fusion results. Besides, all four
information fusions are occurred in this module using a proportional fusion method;
namely, each fusion component is counted as 50%.

(3) Regionalized gait feature extraction and gait classification. Taking consideration of the
correspondence between GEI and various parts of a human body and the information
capacity in various parts of the human body, we cut the feature map output into three
sections by using the third convolutional layer, namely, using static region, micro-
dynamic region and strong-dynamic region to represent the motion of different body
parts. The theoretical basis of this feature representation is that the convolution and
pooling layers of a CNN network do not change the spatial distribution of features.
Finally, the regionalized gait feature maps are fed into the three Softmax classifiers to
achieve gait classification.

3.1 Gait data preprocessing

Gait energy map (GEI) is the most widely used gait representation, which can reflect the
spatiotemporal motion characteristics of the walking-relevant parts of the human body. GEI
is calculated by scaling, aligning, averaging, etc. of a sequence of contour images in a gait
cycle, as defined by

GEI = 1

T

T∑

t=1

It (x, y) (1)

where It is the binarized silhouette image at the t-th frame, (x, y) is the coordinates of each
pixel in It , and T is the number of frames in a gait cycle.

After obtaining the GEIs of each person in a given gait database, we will focus on the
second step of the gait data preprocessing, i.e., generation of positive and negative GEI pairs.
First, we randomly select a person from the training set, one of the GEIs as the reference
gb. Then we randomly select a GEI from the remaining GEIs of this person as the positive
GEI gp , we can get a positive GEI pair (gb, gp), which consists of a reference sample and
a positive sample. Similarly, we randomly select another person from the remaining in the
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training set and randomly extract one as the negative GEI gn to construct a negative GEI
pair (gb, gn). Repeating the above process, we can get a set of positive and negative GEI
pairs for each person:

Gij =
{(

gbi, gpi

)
j
, (gbi, gni)j

}
(2)

where i = 1, 2, · · · , M, j = 1, 2, · · · , N , M is the total number of persons in the training
set, N is the number of positive and negative GEI pairs. In the subsequent training process,
the two GEIs of the positive GEI pair are firstly fed into the two channels of a NLNN, with
a training label ‘0’. Then, the two GEIs of the negative GEI pair are respectively input into
the two channels of NLNN, with a training label ‘1’, thereby completing the input of a pair
of positive and negative GEIs.

3.2 Non-local gait feature extraction

In the process of gait feature extraction, a non-local operation is defined as:

yi = 1

C

∑

j

f (xi, xj )g(xj ) (3)

where x is the input gait image and y is the output image of the same size as x, i is the index
of an output position and j is the index that enumerates all possible positions, function f (.)
computes a scalar between i and all j, function g(.) computes a representation of the input
image at the position j, and the response is normalized by a factor C.

As GEIs have already contained the temporal and spatial gait characteristics in a gait
cycle, in this paper we directly extract non-local information from each GEI. More specif-
ically, as shown in Fig. 1, after the feature extraction process from a set of GEI pairs
through the two channels of a NLNN, we extract two types of non-local information, viz,
the non-local information of a single GEI and that between two GEIs. The NLNN includes
a convolutional layer, a pooling layer, and a normalized layer. We use LBNet [38] as the
basic CNN unit, and apply the local response normalization (LRN) [16] to construct the
normalized layer. The specific settings of each CNN module in Fig. 1 are shown in Table 1.

To simplify the training process of NLNN [35], in the CNN3 module, we remove the
normalization layer and pooling layer, and add dropout to prevent over-fitting. The dot-
product similarity f (.) is defined as:

f (xi, xj ) = g(xi)
T g(xj )) (4)

Table 1 setting of the CNN modules in Fig. 1

Module Layer Kernels Size Step Activation function

CNN1 conv1 16 7 × 7 × 1 1 ReLU

pool 2 × 2 2

CNN1′ conv1 16 7 × 7 × 1 1 ReLU

pool 2 × 2 2

CNN1 conv1 16 7 × 7 × 1 1 ReLU

pool 2 × 2 2

CNN1 conv1 16 7 × 7 × 1 1 ReLU

pool 2 × 2 2
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where g(xi) = Wgxi ,and Wg is the weight matrix to be trained.
Finally, the 256 feature maps generated by using the CNN3 module are directly grouped

into blocks and connected to three binary classifiers. Unlike the non-local neural network,
in NLNN, non-local operations are simplified as:

zi = Gi + Wzyi (5)

where zi is a combination of two features, Gi represents the output of GEI after the convo-
lution module, yi represents the output after the non-local module, Wz is used to enlarge yi

to the same dimension as Gi .
To implement the first layer in a non-local network, as shown in Fig. 2, we obtain 16

feature maps with size 61×41, and use three convolution kernels with the size 1×1, namely,
θ, � and g, to reduce the number of channels and the calculation amount.

Then, the transposition of the output matrix of the θ channel is multiplied with the output
matrix of the � channel to calculate the similarity of corresponding inputs. On this basis, the
Softmax function is used to obtain the combining attention of these channels, the normalized
correlation between each pixel in the current feature map and all other position pixels is
calculated. At the same time, the input data of the g channel is similarly operated, and the
result is multiplied with the Softmax result of the first two channels.

Finally, after dealt with by an output channel with a 1 × 1 convolutional kernel, the input
and output scales are adjusted to the same; the output is combined with the gait features of
the first CNN module. This step obtains global information through the operations of non-
local feature extraction and uses residuals [10] to integrate the local and non-local output.

Fig. 2 The flowchart of extracting non-local gait features
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3.3 Gait-based human identification algorithm through self-attention

Fine-grained classifications are to accurately classify subcategories in a category [16]. Tak-
ing the picture-based bird classification as an example, it is necessary to detect the presence
of birds in a picture, and to detect which kind of bird it is. This can be summarized as a clas-
sification task that utilizes both global features and local features. Thus, in a fine-grained
classification of birds, the global feature is the whole picture, while the local features are
the local characteristic or important parts.

Gait classification is typical fine-grained classification problem, which pays more atten-
tion to local gait information and focuses on finding the distinguishing regional regions
between gaits from different persons. Considering there are aligning operations in the GEI
generation process, we split the 256 features map obtained after the CNN module and
the non-local module into three parts, as shown in Fig. 1, to represent the strong-dynamic
region, the weak-dynamic region and the micro-dynamic region, respectively. Furthermore,
three binary Softmax classifiers are used for gait classification, and the three-part classifica-
tion results are combined to generate the final verification results. In addition, Wu et al. [38]
have demonstrated that in CNN-based gait recognition tasks, network performance with
three convolutional layers is optimal amongst having two, three or five convolutional layers.

According to the above conclusions, this paper designs an NLNN network with three
convolutional layers and proposes a gait-based human identification algorithm through
NLNN, as shown in Algorithm 1.

4 Experimental results

In this section, we designed two experiments to evaluate our method according to the eval-
uation criteria provided by the baseline algorithm [11]. The recognition performance was
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evaluated using the rank-1 identification rate as an evaluation in a one-to-N matching appli-
cations, the rank-1 metric denotes the percentages of correct objects out of all the objects
appearing within the first rank.

The first experiment is based on the OU-ISIR LP Dataset that is provided by the Institute
of Scientific and Industrial Research (ISIR), Osaka University (OU). The data have been
collected since March 2009 through outreach activity events in Japan. As one of the largest
gait datasets at present, there are over 4,000 subjects with a large age span and a balanced
gender ratio, as shown in Fig. 3. Each individual in OU-ISIR LP dataset is sampled with two
video gait sequences, namely the gallery sequence and the probe sequence in the normalized
silhouette images with the size of 128 × 88 pixels. Besides, according to the view angle of
cameras, each sequence is grouped into four types, i.e., 55◦, 65◦, 75◦, 85◦.

The second experiment is based on the CASIA dataset B that is a large multiview gait
database. CASIA dataset B was provided by the Institute of Automation, Chinese Academy
of Sciences (CASIA) in 2005. There are 124 people, each of them is sampled from 11 view
angles, i.e., 0◦, 18◦, 36◦, · · · , 180◦ as shown in Fig. 4. Three changing conditions i.e. view
angle, clothing with or without a bag, are separately considered.

4.1 Experimental configuration

According to the test protocol of gait recognition and evaluation criteria [23], we grouped
the 1912 subsets with full view angles in the OU-ISIR LP dataset into two sections, i.e.,
956 objects for training and 956 objects for test. Then FAR, FRR, EER and rank1 cross-
view recognition rates are collected and compared with the benchmark methods and deep
learning-based methods. In the experiment based on CASIA dataset B, we use 7:3 ratio to
segment the dataset, i.e., 100 objects are used for training, and the remaining 24 objects are
used to test and calculate the average recognition rate of rank1 under various conditions.

In addition, since the proposed NLNN network calculates the similarity of GEI pairs from
two channels, it is necessary to ensure the equalization of positive and negative samples. In
experiments based on the OU-ISIR LP dataset, we first randomly selected one object from
the list, and randomly extracted one gait sample from its GEI set. Then, when constructing
a positive GEI pair, we selected the same object as the reference sample, and then randomly
extraced a sample with random view angles in the corresponding GEI set to obtain a positive
GEI pair by combining it together with the reference sample. As the construction of negative
sample pairs, we used the same operation to select a negative sample but chose an object
that is different with the reference sample. In addition, for the experiments conducted on
the CASIA dataset B dataset, a similar approach was used to construct positive and negative
GEI pairs.

Fig. 3 Examples from OU-ISIR LP Dataset
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Fig. 4 Examples from CASIA dataset B

4.2 Comparative experiments on the OU-ISIR LP dataset

The methods involved in this experiment include view transformation models [22, 23],
GEINet [27], FBW-CNN method [39], FMP method proposed [3] and the proposed method
in this paper. The corresponding rank-1 recognition rates of six methods are shown in
Table 2. The results reveal that the proposed method performs excellent compared to others.

According to Table 2, we see that the proposed method has the advantage of high recog-
nition rate for various cross-view combinations on the OU-ISIR LP dataset and its correct
recognition rate is significantly higher than other methods as the view angles increase. The
reason is that the method proposed in this paper not only obtains the fine-grained infor-
mation of human gait, but also improves the non-locality of segmentation feature by using
non-local operations, thus obtaining more distinguishing gait features.

4.3 Comparative experiments on the CASIA dataset B

To further evaluate the methods presented in this paper, we performed a comparative experi-
ment using CASIA Dataset B. This experiment adopts the same experimental configuration
as STDNN [30]. The input picture size is 126 × 126, the rate of recognition of rank-1 is
calculated under the viewangle of 36◦ and 54◦ respectively. In this experiment, we com-
pared six methods, namely (2D)2PCA [34], SST-MSCT [18], CNN-CGI [38], STDNN [30],
CVGR-EL [32] and our method. The experimental results are shown in Tables 3 and 4, in
which experimental data of SST-MSCT [18], CNN-CGI [38] and STDNN [30] are obtained
from the published work [30].

Tables 3 and 4 show that out method performs the best compared to others in terms of
correct recognition rate with 36◦ and 54◦ on CASIA dataset B. On the one hand, compared
with shallow learning methods, our method has a very significant improvement. For exam-
ple, when the gallery data is 36◦ and the probe data is 72◦, the correct recognition rates
of (2D)2PCA [34] and SST-MSCT [18] are 57.1% and 59.7%, while the correct recogni-
tion rate of our method is 97.9%. On the other hand, our method performs better than other
methods based on deep learning networks.

There are two reasons why our method achieves this performance:
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Table 2 Rank1 recognition rate of different methods on OU-ISIR LP Dataset(%), GA- = gallery, PR- =
probe

View Angles Methods GA-55◦ GA-65◦ GA-75◦ GA-85◦

PR-55 WQVTM [23] / 81.5 70.2 51.1

TCM [22] / 81.7 71.9 53.7

FBW-CNN [39] 86.1 79.8 65.3 51.9

FMP [3] 95.2 93.6 81.2 62.2

GEINet [27] 94.7 93.7 90.1 81.4

Our method 99.1 99.2 98.5 96.9

PR-65 WQVTM [23] 78.3 / 80.0 68.5

TCM [22] 79.9 / 80.0 73.0

FBW-CNN [39] 80.1 88.9 84.4 73.7

FMP [3] 90.9 95.3 95.5 90.2

GEINet [27] 93.2 95.1 94.1 91.2

Our method 99.3 99.3 99.1 98.4

PR-75 WQVTM [23] 64.0 79.2 / 79.0

TCM [22] 70.8 79.5 / 79.4

FBW-CNN [39] 70.1 86.1 87.8 84.1

FMP [3] 77.5 94.4 96.0 94.2

GEINet [27] 89.1 93.8 95.2 94.6

Our method 98.4 99.1 99.2 98.7

PR-85 WQVTM [23] 48.6 67.5 78.2 /

TCM [22] 54.5 70.2 79.0 /

FBW-CNN [39] 55.7 78.1 84.6 86.4

FMP [3] 55.4 87.1 94.8 94.7

GEINet [27] 79.9 90.6 93.8 94.7

Our method 96.5 99.1 99.5 99.5

(1) In contrast to the progressive behavior of recurrent and convolutional modules, non-
local modules capture long-range dependencies directly by computing interactions
between any two positions, regardless of their positional distance.

Table 3 The cross-view correct recognition rate achieved by different methods with 36◦ on CASIA dataset B

Gallery Probe (2D)2PCA SST-MSCT CNN-CGI STDNN CVGR-EL Our

[34] [18] [38] [30] [32] methods

36◦ 0◦ 56.3 63.4 71.5 87.3 89.8 97.9

36◦ 72◦ 57.1 59.7 74.6 90.5 91.4 97.9

90◦ 54◦ 59.0 61.2 76.6 91.2 90.7 97.9

90◦ 126◦ 64.6 66.3 74.3 92.1 91.1 91.7

144◦ 108◦ 61.9 57.8 72.9 90.1 89.9 95.8

144◦ 180◦ 63.9 64.7 70.2 89.7 89.7 91.7
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Table 4 The cross-view correct recognition rate achieved by different methods with 54◦ on CASIA dataset B

Gallery Probe (2D)2PCA SST-MSCT CNN-CGI STDNN CVGR-EL Our

[34] [18] [38] [30] [32] methods

54◦ 0◦ 48.5 47.8 54.7 83.7 82.2 83.3

54◦ 108◦ 51.7 49.2 58.5 86.3 86.9 97.9

90◦ 36◦ 59.0 62.5 62.9 86.4 88.4 91.7

90◦ 144◦ 59.1 57.8 61.1 87.5 85.1 85.4

126◦ 72◦ 63.7 61.5 57.4 84.3 89.3 97.9

126◦ 180◦ 57.5 51.8 54.9 82.4 85.0 87.5

(2) Because different parts of human body in the vertical direction bear different degrees
of gait characteristics in the process of walking, we divide the human gait information
into different blocks to improve the recognition rate.

5 Conclusion and future work

Considering that the existing deep learning-based gait recognition approaches mainly
extract global features by stacking multiple convolutional layers and neglect most fine-
grained gait features, this paper proposed a novel gait-based human identification method
that integrates non-local and regionalized gait features. The proposed method effectively
improves the global nature of the obtained gait features by extracting the non-local fea-
ture of each GEI and the relative non-local features of the merged gait data in subsequent
processing. Then, using the geometric characteristics of GEIs, the output feature map is
horizontally divided into three sections for training three binary classifiers and presenting
fine-grained information in the gait data, which can enhance the distinguishing ability of
obtained features.

In addition, since the proposed gait recognition method takes GEIs as input, one possi-
ble limitation of this method is that the construction process of GEI may face tremendous
challenges in practical applications. This is mainly due to the fact that the construction of
GEI highly depends on the extraction accuracy of gait silhouette images and the fact that
GEIs retain only small part of the temporal-spatial characteristics of gait data. Therefore,
our future work will focus on optimizing the robustness and generalization capabilities of
the proposed algorithm to improve its performance in complex scenarios.
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