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Abstract
This paper presents new three proposed approaches for enhancement of Infrared (IR)
night vision images. The first approach is based on merging gamma correction with the
Histogram Matching (HM). The second approach depends on hybrid gamma correction
with Contrast Limited Adaptive Histogram Equalization (CLAHE). The third approach is
based on a trilateral enhancement that the IR images pass through three stages: segmen-
tation, enhancement and sharpening. In the first stage, the IR image is divided into
segments based on Optimum Global Thresholding (OTSU) method. The second stage,
which is the heart of the enhancement approach, depends on Additive Wavelet Transform
(AWT) to decompose the image into an approximation and details. Homomorphic
enhancement is performed on the detail components, while Plateau Histogram Equaliza-
tion (PHE) is performed on the approximation plane. Then, the image is reconstructed
and subjected to a post-processing high pass filter. Average gradient, Sobel edge magni-
tude, entropy and spectral entropy has been used as quality metrics for assessment the
three proposed approaches. It is clear that the third proposed approach gives superior
results to the two proposed approaches point view the quality metrics. On the other hand,
clear that the third proposed approach takes long computation time in the implementation
with respect to the two proposed approaches. The first proposed approach gives better
results to the two proposed approaches from the computation time perspective.
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1 Introduction

Image enhancement techniques have been widely used in many applications of image pro-
cessing, where the subjective quality of images is important for human interpretation. Contrast
is an important factor in any subjective evaluation of image quality. Contrast is the difference
in visual properties that makes an object distinguishable from other objects and the background
[5, 6, 9].

Night vision signifies the ability to see in dark (night). This capability is normally possessed
by owls and cats, but with the development of science and technology, devices have been
developed to enable human beings to see in the dark as well as in adverse atmospheric
conditions such as fog, rain, and dust [3, 15, 17, 23, 24].

The main purpose for the development of night vision technology was military use to locate
enemies at night [8, 13]. This technology is not only used extensively for military purposes,
but also for navigation, surveillance, targeting and security [1, 2, 7].

IR astronomy uses sensor-equipped telescopes to penetrate dusty regions of space such as
molecular clouds, object detection such as planets. This astronomy is used also to view highly
red-shifted objects from the early days of the universe. IR cameras are used to detect heat loss
and observe changing blood flow in the skin in insulated systems [4, 20].

Some thermal IR datasets have been published in the past such as the OTCBVS Benchmark
[11, 20] and the LITIV Thermal-Visible Registration Dataset [11, 18, 19, 21]. Some samples
of these datasets will be used in the simulation experiments introduced in this paper. Edge
information is one of the crucial features for IR images [10, 12, 14, 16, 22].

This paper presents third approaches for the enhancement of IR night vision images. The
first approach is based on mixing gamma correction with the HM. The second approach
depends on hybrid gamma correction with CLAHE. The third proposed approach is based on
trilateral enhancement of IR night vision images. The paper is arranged as follows. Section 2
gives motivation and related work. Section 3 gives an explanation of the segmentation.
Section 4 gives the plateau histogram equalization. Section 5 gives a discussion of the AWT
homomorphic enhancement. Section 6 presents the first proposed approach. Section 7 presents
the second proposed approach. Section 8 presents the third proposed approach. In section 9,
performance evaluation metrics is spotted. Section 10 gives a discussion of the simulation
results. Finally, section 11 clears the conclusion and future work.

2 Motivation and related work

This paper deals with a vital topic derived from the problems addressed for IR images. The
objective is the development of image processing technologies to enhance IR night vision
images. The proposed approach is based on a hybrid implementation of three stages: segmen-
tation, enhancement and sharpening. Compared to the most relevant work [5, 6], this work
depends on performance evaluation with average gradient, Sobel edge magnitude, entropy and
spectral entropy [4]. It is clear that the obtained results in this paper are better than those of the
previous works as shown in Tables 2, 3, 4 and 5 for four cases. Enhancement of the night
vision images and videos is very important for many computer vision tasks, such as visual
tracking in the night [3, 5]. The use of multiple features for tracking from IR videos can be
enhanced with the proposed approach since different types of variations such as illumination;
occlusion and pose can be enhanced [4].
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To intelligently analyze and understand video content, a main step is to accurately perceive
the motion of the objects of interest in videos. The task of object tracking aims to determine the
position and status of the objects of interest in consecutive video frames. This field is very
important, and has received great research interest in the last decade. Although numerous
algorithms have been proposed for object tracking in RGB videos, the task is still limited in IR
videos [3, 4, 6].

3 Segmentation stage

This stage is based on an OTSU’s N thresholding method. It is a nonparametric and
unsupervised method of automatic threshold selection for segmentation of images. It is a
simple procedure and utilizes only the zeroth and the first-order cumulative moments of the
gray-level histogram. It is optimum in the sense that it maximizes the between class variance, a
well-known measure used in statistical discriminant analysis [6, 14]:

MN ¼ n0 þ n2 þ…þ nL−1 ð1Þ
whereM x N is the size of an image, ni is the total number of pixels in the image. Suppose we
select a threshold k, and use it to threshold the image into two classes, C1 and C2. Class C1

consists of pixels with intensity values in the range [0, k]. Class C2 consists of the pixels with
intensity values in the range [k + 1, L-1]. Using this threshold, the probability, P1(k), that a
pixel is assigned to class C1 is given by the cumulative sum as follows [10, 16]:

P1 kð Þ ¼ ∑
k

i¼0
pi ð2Þ

where i is the number of pixels having gray level value, the pixels of the input image be
represented in L gray levels, k is a selected threshold from 0 < k < L-1.

Similarly, the probability of Class C2 occurring is:

P2 kð Þ ¼ ∑
L−1

i¼kþ1
pi ¼ 1−P1 kð Þ ð3Þ

where P1(k) is the probability of Class C1.
The mean intensity values of the pixels assigned to class C1:

m1 kð Þ ¼ 1

P1 kð Þ ∑
k

i¼0
i pi ð4Þ

where P1(k) is the probability of Class C1.
and similarly the mean intensity values of the pixels assigned to class C2:

m2 kð Þ ¼ 1

P2 kð Þ ∑
L−1

i¼kþ1
i pi ð5Þ

where P2(k) is the probability of Class C2.
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The global mean is given by this equation:

mG kð Þ ¼ ∑
L−1

i¼0
i pi ð6Þ

The problem is to find an optimum value for k which will maximize the criterion defined by
this equation:

y kð Þ ¼ σB
2 kð Þ

σG2 kð Þ ð7Þ

where σB2(k) is the between class variance defined as:

σB
2 kð Þ ¼ P1 m1−mGð Þ2 þ P2 m1−mGð Þ2 ð8Þ

and σG2(k) is the global variance defined as:

σG
2 kð Þ¼ ∑

L−1

i¼0
i−mGð Þ2 Pi ð9Þ

where the optimum threshold is the value k*, that maximizes σB2(k.)

4 Plateau histogram equalization

The PHE modifies the shape of the input histogram by reducing or
increasing the value in the histogram’s bins based on a threshold limit before the equali-

zation takes place. An appropriate threshold value is selected firstly, which is represented as
“T”. If the value of P(Xk) is greater than T, then it is forced to equal T, otherwise it is
unchanged, as shown below [6]:

Pm X kð Þ ¼ nk
nt

ð10Þ

where Pm(Xk) is the modified probability density function,nk represents the number of times
that the level Xk appears in the input image and nt is the total number of samples in the input
image, for k = 0, 1, L − 1.

PT X kð Þ ¼
Pm X kð Þ Pm X kð Þ≤T

T P X kð Þ > T

8<:
9=; ð11Þ

where Pm(Xk) is the modified probability density function, T is the selected threshold value.
Then, the Histogram Equalization (HE) HE is carried out using this modified probability

density function. There is one main problem associated with the PHE. Most of the methods
need the user to set manually the plateau threshold of the histogram which makes these
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methods not suitable for automatic systems. Although some methods can set the plateau
threshold automatically, the process for deciding one threshold is often complicated.

Selection of plateau threshold value is very important in the IR image improvement way of
the PHE. It would have effect on the contrast enhancement of images. Appropriate plateau
threshold value would greatly enhance the contrast of image. In addition, some plateau value
would be appropriate to some IR images, but not appropriate to others. As a result, the plateau
threshold value would be selected adaptively according to different IR images in the process of
image enhancement.

The steps of this algorithm are performed as follows:

1. The IR image is obtained from an object through the optical lens of a thermal imager.
2. All the pixel values of the image are arranged in an ascending order.
3. Then, histogram is generated.
4. Median value of the histogram is evaluated, rounded to the nearest integer value and set as

the threshold.
5. The equalization problem is performed as if we have two separate histograms based on the

estimated threshold.
6. Histogram equalized value for every pixel is calculated using the formula:

HE ¼ cdf
NE

NO ð12Þ

where HE is histogram equalization, cdf is CDF value, NO is the number the number output
precise, and NE is the entire number of pixels.

5 AWT Homomorphic enhancement

In this approach, we merge the benefits of the AWT and homomorphic enhancement. The
AWT idea is decompose the image into additive components by passing the image through
cascaded low pass kernels of the same coefficients. By passing the image through kernel H
defined as follows [6]:

H ¼ 1

256

1 4 6 4 1
4 16 24 16 1
6 24 36 24 6
4 16 24 16 4
1 4 6 4 1

0BBB@
1CCCA ð13Þ

The steps of the AWT approach as shown in Fig. 1. We obtain an approximation image .the
difference between the inputs Image and the approximation images give entropy values. The
first detail plane w1. If this process is repeated, we can obtain more detail planes w2 up to wn

and finally an approximation plane pn.
We avoid sub-sampling of the planes to save all the information in the image and avoid

losses. All these planes and the approximation plane can be further processed with image
enhancement techniques such the homomorphic method as shown in Fig. 2. After that, each
sub-band is processed, separately, using the homomorphic enhancement to reinforce its details.
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& Homomorphic Image Enhancement

An image can be represented as a product of two components as in the following equation
[4, 6]:

f m; nð Þ ¼ i m; nð Þr m; nð Þ ð14Þ
where f(m, n) is the obtained image pixel value, i(m, n) is the light illumination incident on the
object to be imaged and r(m, n) is the reflectance of that object.

It is known that illumination is approximately constant since the light falling on all objects
is approximately the same. The only change between object images is in the reflectance
component. If we apply a logarithmic process on Eq. (13), we can change the multiplication
process into an addition process as follows:

log f m; nð Þð Þ ¼ log i m; nð Þð Þ þ log r m; nð Þð Þ ð15Þ
The first term in the above equation has small variations but the second term has
large variations as it corresponds to the reflectivity of the object to be imaged. By

Fig. 1 Steps of the AWT approach

Fig. 2 Block diagram of homomorphic method
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attenuating the first term and reinforcing the second term of Eq. (14), we can
reinforce the image details. It expected that enhanced IR images can be obtained
with this approach. To enhance the performance of the previously mention approach
with AWT and homomorphic approach, we recommend processing of the approxima-
tion component also with adaptive Plateau histogram.

The steps of Additive Wavelet adaptive Plateau Histogram Homomorphic (AWPH) ap-
proach can be summarized as follows:

1. Decompose the IR image into four sub-bands p3, w1, w2 and w3 using the AWT.
2. Apply a logarithmic operation on each sub-band to get the illumination and reflectance

components of the sub-bands w1, w2 and w3 as they contain the details.
3. Perform a reinforcement operation of the reflectance component on each sub-band and an

attenuation operation of the illumination component.
4. Reconstruct each sub-band from its illumination and reflectance using addition and

exponentiation processes.
5. Apply adaptive plateau histogram on the plane p3
6. Perform an inverse AWT on the obtained sub-bands by adding p3, w1, w2 and w3 after the

homomorphic processing to get the enhanced image.

& Sharpness Stage

In image processing, it is often desirable to emphasize high frequency components
representing the image details without eliminating low frequency components. The
high-pass boost filter can be used to enhance high-frequency components. It is used
for amplifying high frequency components of images. The amplification is achieved
via a procedure which subtracts a smoothed version of the image from the original
one [1, 2, 6]:

Whb ¼ AWallpass þWhp ð16Þ
where Whb is high boost filter Whp is high pass filter,A is constant ,

Whb ¼
0 −1 0
−1 Aþ 8 −1
0 −1 0

24 35 ð17Þ

Wallpass ¼
0 0 0
0 1 0
0 0 0

24 35 ð18Þ

6 The first proposed approach

This approach depends on merging the gamma correction with the HM as a tool to
enhance the IR images. Generally, visible images have better distributed histograms
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compared to IR images, which have very band-limited histograms. If we think of
modifying the histogram of the IR image to be spread over the range of the visible
image, the IR image would be enhanced visually. This process is well-known as HM.
It can be carried out through modification of the picture statistics such as the mean
and variance of the IR image based on their counterparts in the visual image.

& Gamma Correction Technique

The Gamma Correction (GC) often simply is the name of a nonlinear operation used to encode
and decode luminance values in video or still image systems. Gamma correction is defined as
follows [5]:

v ¼ af γ ð19Þ
where a is a constant and f is the original IR night vision image, v is the enhanced IR image in
the morning and γ is a positive constant introducing the gamma value.

The GC is implemented on normalized images with values varying from 0 to 1.if
we assume a value of γ less than 1,this means estimating a root of degree .It is
known that roots of fractional numbers are larger than the numbers themselves and
roots of 1 are equal to 1. This property gives some gain to low pixels values, while
keeping high pixel values close to one .This, in terms, enhances the visibility for
objects in IR images immersed in darkness. The block diagram of this approach is
shown in Fig. 3.

The steps of the first proposed approach depend on merging gamma correction with the
HM of the IR image to the visual image are summarized as follow:

1. Acquire the IR night vision image from the camera
2. Apply GC on the IR night vision image using Eq. (19)
3. Compute the mean of the resultant image g(m, n)

bg ¼ 1

MN
∑
M

m¼1
∑
N

n¼1
g m; nð Þ ð20Þ

where M and N are the dimensions of the IR image.

4. Compute the mean value of the reference visual image fr(k, l).

bf ¼ 1

KL
∑
K

k¼1
∑
L

l¼1
f r k; lð Þ ð21Þ

where fr is the reference visual image, K and L are the dimensions of the reference visual
image.

5. Estimate the standard deviation of the resultant image σ1.
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σ1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

MN
∑
M

m¼1
∑
N

n¼1
g m; nð Þ−bg� �2

s
ð22Þ

6. Estimate the standard deviation of the reference image σ2.

σ2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

KL
∑
K

k¼1
∑
L

l¼1
f r k; lð Þ−bf� �2

s
ð23Þ

Reference image

Es�mate Mean and 
Standard Devia�on

Es�mate Mean and 
Standard Devia�on

Histogram Matching

  Enhanced IR Night 
Vision Image

Gamma correction

m mS S

Es�mate Correc�on Factor 

Original IR Night Vision 
image

Fig. 3 The block diagram of the first proposed approach
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7. Estimate the correction factor Ce by dividing the standard deviation of reference image by
the standard deviation of the IR image.

Ce ¼ σ2

σ1
ð24Þ

Compute a modified mean factor fc

f c ¼ bf −Ce*bg ð25Þ

8. Estimate the histogram matched FH

FH ¼ f c þ f r*Ce ð26Þ

7 The second proposed approach

This approach is concerned with enhancement of IR images based on merging the GC with the
CLAHE. The hybrid approach of CLAHE and the GC is used to enhance the visual quality of
the IR images. The conventional HE does not adapt to local contrast requirements. Minor
contrast differences can be entirely missed, when the number of pixels falling in a particular
gray range is relatively small. An adaptive technique to avert this drawback is block-based
processing for the HE. The steps of this approach are shown in Fig. 4.

The steps of this proposed approach can be summarized as follows:

1. Apply the GC on IR night vision images with Eq. (19).
2. Divide the resultant image into non overlapping blocks.
3. Estimate the histogram and apply the HE on each sub-image or block.
4. Apply a clip limit to overcome the noise problem and limit the amplification by clipping

the histogram at a value before computing the cumulative distribution functions to get the
IR enhanced image.

The clip limit Ω is obtained by the following equation:

Ω ¼ M
N

1þ ⊙
100

Smax−1ð Þ ð27Þ

CLAHE

Original IR 
Night Vision 

Image
Gamma 

Correction
Enhanced 
IR Image

Fig. 4 Steps of the second proposed approach
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where Ω is a clip limit, is a clip factor, M and N are the region size in gray scale
value,and Smax is the maximum of the new distribution after the HE.

8 The third proposed approach

This approach is concerned with enhancement of IR night vision images based on trilateral
visual quality enhancement. The trilateral means three stages. The IR night images pass
through three stages: segmentation, enhancement, and sharpness. The steps of this approach
are shown in Fig. 5.

The steps of the third proposed approach can be summarized as follows:

1. Acquire the IR night vision images from IR night imaging camera.
2. Divide the IR night vision image into non overlapping sub-images in a segmentation stage
3. Apply the AWPH stage on the resultant image.
4. Apply a high-pass boosting filter on the enhanced resultant image to get high quality for

IR night enhanced image.

9 Performance evaluation metrics

This section presents the quality metrics used for the valuation of the enhancement results after
the three approaches. These metrics include entropy (E), average gradient (AG), Sobel edge
magnitude (∇f) and spectral entropy (Ef).

The philosophy of entropy that it is metric of the amount of information in a random
variable .the histogram of an image can be interpreted in the form of the PDF if it is normalized
by the image dimensions. Assuming an equally spread histogram, this equivalent to a uniform
random variable. The uniformly distributed random variable has equal probabilities of events
leading to maximum entropy .on the other hand discrete peaked histograms as in black and
white images have low amount of information. Hence the objective of processing of IR images

Fig. 5 Steps of the third proposed approach
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is to get close to histograms with uniform distributions. The entropy of an image is expressed
as follows [5]:

E ¼ ∑
255

i¼0
−pilog2 pið Þ ð28Þ

where E is the entropy of the IR image, 255 is the maximum level for an 8-bit gray-scale
image. The larger the number of levels in an image, the higher is the entropy. pi is the
probability of occurrence of pixels in the image having intensity ‘i’. Suppose the number of
pixels having intensity ‘i’ is ni and the image contains n pixels; pi ¼ ni=n.

In image processing applications many edges mean much information. Unfortunately,
in IR images, the images are dark preventing the edges and details to appear. So, our
objective is to reinforce edges revealing more details. Mathematically edges can be
obtained with differentiation in both directions in images. Hence, the The average
gradient is expressed as follows [4, 6]:

AG ¼ 1

MN
∑
m

x¼1
∑
n

y¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∂ f
∂x

� �2 þ ∂ f
∂y

� �2
� �

2

vuuut ð29Þ

where AG is the Average gradient of the IR image, f is the original IR image, MxN is the
size of the IR image.

Another metric for edge intensity is the magnitude of both horizontal and vertical deriva-
tives defined as The Sobel edge magnitude is expressed as follows [4]:

∇ f ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f x

2 þ f y
2

q
ð30Þ

where ∇f is the sobel edge magnitude, fx and fy are two images that at each point contain the
horizontal and vertical derivative approximations, respectively.

To estimate fx, we need to differentiate with x, and need to differentiation mask and also fy
we need to differentiate with y, and need to differentiation mask as shown in Fig. 6.

Another perspective to look at the quality of images is to enhance the spectral content of the
images. Enhancing the spectral content of an image means many edges and details as more
frequency component appear in the image spectrum. A good metric to assess the spectral
content of an image is the spectral entropy. The spectral entropy which is evaluated using the
block diagram in Fig. 7.

The image is the first segment into blocks and the DCT is estimated for each block. It is
known that the first value of the DCT of a block is the largest value or the DC value of the
spatial domain block. To treat the DCT coefficients for spectral Entropy estimation, we need
some sort of normalized for coefficient values as probability distribution function (PDF) as
follows [5, 6]:

p i; jð Þ ¼ c i; jð Þ2
∑
i
∑
j
c i; jð Þ2 ð31Þ

where 1 ≤ i ≤ 8, 1 ≤ j ≤ 8, i, j ≠ 1, and c(i, j) represents the DCT coefficients.
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This process guarantees that each value of the coefficients after normalization is less than
one. This allows the treatment of values as if they are probabilities. We collect the normalized
DC values of all blocks

in the image after DCT and estimate the PDF of these values to use them for the estimation
of the spectral entropy as follows [5, 6]:

E f ¼ −∑
k
∑
l
p k; lð Þlog2p k; lð Þ ð32Þ

where p(k, l)is probability density function estimate from the normalized DC values of all
blocks as shown in Fig. 8.

If we can evaluate the normalized DC values after the PDFS for two obtained IR images to
evaluate the quality, we can say that the PDF spam is the evidence of better quality as
guarantees higher.

10 Simulation results

This section presents several simulation experiments executed on four IR night vision images.
The evaluation metrics for IR image quality are entropy, average gradient, Sobel edge
magnitude and spectral entropy. These results adopt a strategy of presenting the original IR
images with their enhanced versions using the first proposed, the second proposed and the

-1 0 1

-2 0 2

-1 0 1

-1 -2 -1

0 0 0

1 2 1

Fig. 6 Differentiation filter masks in both x and y direction, (a) Differentiation mask in x direction (b)
Differentiation mask in y direction

PDF 
Evalua�on

Extrac�on DC

Components of 
Blocks

DCT

Es�ma�on

 Division 

Into Block

Image

 Spectral Entropy 
distribu�on

Normaliza�on

Entropy 
Es�ma�on

Fig. 7 The Spectral Entropy distribution Estimation
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third proposed and comparing between them. The characteristics of the four IR images used in
experiments are given in Table 1.

The results of the first experiment are shown in Figure. 9. Figure. 9a gives the original IR
night vision image. Figure. 9b gives the IR image after AWPH. Figure. 9c gives the IR image
the after APH. Figure. 9d gives the reference image for the first proposed approach. Figure. 9e
gives the enhanced IR image using the first proposed approach. Fig. 9f gives the enhanced IR
image using the second proposed approach. Fig. 9 g gives the enhanced IR image using the
third proposed approach.

Similar experiments have been carried out on other IR images and the results are given in
Figs. 10, 11 and 12. From these results, clear that the higher the value of the entropy, the
average gradient and Sobel edge magnitude, the better the image quality. It has been shown
that it has been shown that this algorithm has succeeded in the improvement of the visual
quality of that IR image, and the best details have been obtained. From these results, it is clear
that the third proposed approach has succeeded in obtaining the best results for the improve-
ment of IR night vision images from both the visual quality and performance metrics
perspectives as given in Tables 2 and 3.

& Database IR Images

To further confirm the effectiveness of the first, second and third proposed approaches, the
experiments on many other datasets are presented [11, 18, 19, 21]. The “Dune” and
“OTCBVS” images with size 300 × 300 pixels, respectively, the “car” images with size
301 × 149 pixels were provided by Shao et al. [12]. The results of the third proposed approach

Fig. 8 The probability density function of DC values of blocks Estimation

Table 1 Test IR night vision images properties

Image Name Image Size Entropy Average
gradient

Sobel edge
magnitude

Image1 143 × 300 0.2029 9.1109 92.6412
Image2 300 × 300 0.047 3.8202 39.6949
Image3 200 × 200 0.0974 2.2397 24.2389
Image4 200 × 200 0.0974 3.0409 32.8310
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are shown in Figs. 11 and 12. The results have illustrated that the third proposed approach is
superior as compared with other methods. These results are given in Tables 2, 3, 4 and 5.

Table 2 shows the quality metrics of the first experiment. It has been shown that the values
of the entropy for the PHE, AWPH, BHE, the GC, the first proposed approach, the second
proposed approach, the third proposed approach. It has been shown that the values of the
average gradient for the PHE, AWPH, BHE, the GC, the first proposed approach, the second
proposed approach and the third proposed approach. It has been shown that the value of the
Sobel edge magnitude for the PHE, AWPH, BHE, the GC, the first proposed approach, the
second proposed approach and the third proposed approach. With comparing between the
three proposed approaches with the other methods, clear that the third proposed approach has

 (g) The third proposed Approach Result

(a) Original IR Night image 
(b)AWPH Result

(c) Adaptive Plateau Histogram Result

 (f) The second proposed Approach Result
 (e) The first proposed Approach Result

 (d) The reference image

Fig. 9 The first experiment results
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high value of the entropy, the average gradient and Sobel edge magnitude. Comparing
between Fig. 9a and 9 g,it is clear that the third proposed enhancement algorithm has enhanced
the visual quality of the processed image for the first experiment

Similar experiments have been carried out on other IR images and the results are given in
Figs. 10 and 12. From these results, clear that the higher the value of the entropy, the average
gradient and Sobel edge magnitude, the better the image quality. It has been shown that it has
been shown that the third proposed algorithm has succeeded in the improvement of the visual
quality of that IR image, and the best details have been obtained. From these results, it is clear
that the third proposed approach has succeeded in obtaining the best results for the

 (g) The third proposed Approach Result (f) The second proposed Approach Result

(a) Original IR Night image (b)AWPH Result

(c) PHE Result (e) The first proposed Approach Result
 (d) The reference image

Fig. 10 The second experiment results
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improvement of IR night vision images from both the visual quality and performance metrics
perspectives as given in Tables 3, 4 and 5.

Table 3 shows the quality metrics of the second experiment. It has been shown that the
values of the entropy for the PHE, AWPH, BHE, the GC, the first proposed approach, the
second proposed approach, the third proposed approach. It has been shown that the values of
the average gradient for the PHE, AWPH, BHE, the GC, the first proposed approach, the
second proposed approach and the third proposed approach. It has been shown that the value
of the Sobel edge magnitude for the PHE, AWPH, BHE, the GC, the first proposed approach,
the second proposed approach and the third proposed approach. With comparing between the
three proposed approaches with the other methods, clear that the third proposed approach has
high value of the entropy, the average gradient and Sobel edge magnitude. Comparing

 (g) The third proposed Approach Result

(a) Original IR Night image (b)AWPH Result

 (f) The second proposed Approach Result

 (d) The reference image
(c) PHE Result

(e) The first proposed Approach Result

Fig. 11 The third experiment results
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between Fig. 10a, to Fig. 10 g, it is clear that the third proposed enhancement algorithm has
enhanced the visual quality of the processed image for the second experiment.

Table 4 shows the quality metrics of the third experiment. It has been shown that the values
of the entropy for the PHE, AWPH, BHE, the GC, the first proposed approach, the second
proposed approach, the third proposed approach. It has been shown that the values of the
average gradient for the PHE, AWPH, BHE, the GC, the first proposed approach, the second
proposed approach and the third proposed approach. It has been shown that the value of the
Sobel edge magnitude for the PHE, AWPH, BHE, the GC, the first proposed approach, the
second proposed approach and the third proposed approach. With comparing between the
three proposed approaches with the other methods, clear that the third proposed approach has
high value of the entropy, the average gradient and Sobel edge magnitude. Comparing

 (f) The second proposed approach result  (g) The third proposed approach result

 (d) The reference image
(e) The first proposed Approach Result

(a) Original IR Night image 

(c) PHE Result

(b)AWPH Result

Fig. 12 The fourth experiment results
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between Fig. 11a, to Fig. 11 g, it is clear that the third proposed enhancement algorithm has
enhanced the visual quality of the processed image for the third experiment

Table 5 shows the quality metrics of the fourth experiment. It has been shown that the
values of the entropy for the PHE, AWPH, BHE, the GC, the first proposed approach, the
second proposed approach, the third proposed approach. It has been shown that the values of
the average gradient for the PHE, AWPH, BHE, the GC, the first proposed approach, the
second proposed approach and the third proposed approach. It has been shown that the value
of the Sobel edge magnitude for the PHE, AWPH, BHE, the GC, the first proposed approach,
the second proposed approach and the third proposed approach. With comparing between the
three proposed approaches with the other methods, clear that the third proposed approach has
high value of the entropy, the average gradient and Sobel edge magnitude. Comparing
between Fig. 12a, to Fig. 12 g,it is clear that the third proposed enhancement algorithm has
enhanced the visual quality of the processed image for the fourth experiment

The strategy of the quality evaluation based on spectral entropy depends on estimating the
entropy of each block in the DCT domain. The spreading of the distribution of the HE, the
BHE, the PHE and the AWPH is less than the spreading of the distribution of the third
proposed approach. The more spreading of the distribution is a good indicator for better
spectral quality of the enhanced image of the third proposed approach than the HE, the BHE,

Table 2 Result analysis for the suggested approach for the first experiment

The first Experiment

The approaches Average Gradient Sobel Edge Magnitude Entropy Computation time
Quality metrics
Original Image 9.1109 92.6412 0.2029
The PHE 12.1672 123.71 0.2341
The AWPH 19.0076 187. 62 0.4732
The HE 0.0477 0.4844 0.2029
The BI-histogram (BHE) 11.9353 121.3512 0.0914
The GC 0.0292 0.2971 0.2029 0.014
The first proposed approach 6.6356 67.4602 0.2029 2.43
The second proposed approach 0.0529 0. 5354 0.0914 1.03
The third proposed approach 74.5888 636.49 0.9457 46.02

Table 3 Result analysis for the suggested approach for the second experiment

The second Experiment

The approaches Average Gradient Sobel Edge Magnitude Entropy Computation time
(seconds)Quality metrics

Original Image 3.8202 39. 6949 0.0467
The PHE 9.9480 104 0.0722
The AWPH 12.2954 125.67 0.1576
The HE 0.0435 0.04543 0.1601
The BHE 10.2307 107.0131 0.0779
The GC 0.0113 0.1176 0.0467 0.028816
The first proposed approach 6.7140 69.8168 0.0496 2.75
The second proposed approach 0.0280 0.2923 0.0467 1.03
The third proposed approach 47.1873 415.5 0.6014 44.14
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the PHE,the AWPH, the first proposed and the second proposed approaches. The obtained
results of the spectral entropy for all experiments are shown in Figure. 13 and 16.

The Figure. 13a shows the distribution of the spectral quality of the original image for the
first experiment is cramped with respect to the enhanced image after the for the AWPH. Figure.
13b shows that the distribution of the spectral quality of the original image is tight with respect
to the enhanced image after the PHE. Figure. 13c shows that the distribution of the spectral
quality of the original image is narrow with respect to the enhanced image after the first
proposed approach. Figure. 13d shows the spreading distribution of the spectral quality of the
enhanced image of the second proposed approach with respect to the original image. Figure.
13e shows the spreading distribution of the spectral quality of the enhanced image of the third
proposed approach with respect to the original image. The obtained results show that, the third
proposed approach is better than the AWPH, the PHE, the BHE, the HE, the first proposed and
the second proposed approaches point view the spectral entropy for the first experiment.

The Figure. 14a shows the distribution of the spectral quality of the original image for the
second experiment is tight with respect to the enhanced image after the for the AWPH. Figure.
14b shows that the distribution of the spectral quality of the original image is tight with respect
to the enhanced image after the PHE. Figure. 14c shows that the distribution of the spectral
quality of the original image is narrow with respect to the enhanced image after the first
proposed approach. Figure. 14d shows the spreading distribution of the spectral quality of the

Table 5 Result analysis for the suggested approach for the fourth experiment

The fourth Experiment

The approaches Average Gradient Sobel Edge Magnitude Entropy Computation time
(seconds)Quality metrics

Original Image 3.0409 32.8310 0.0974
The PHE 6.9003 74.2118 0.1187 3.346281
The AWPH 10.1854 103.51 0.1916 2.525382
The HE 0.0379 0.4027 0.2139 0.028410
The BHE 8.5262 91.0713 0.1241 0.011419
The GC 0.0078 0.0845 0.0974 0.002010
The first proposed approach 5.1519 55.5846 0.1024 0.236331
The second proposed approach 0.2335 0.0219 0.0974 0.153840
The third proposed approach 30.8522 289.11 0.5171 4.474649

Table 4 Result analysis for the suggested approach for the third experiment

The third Experiment

The approaches Average Gradient Sobel Edge Magnitude Entropy Computation time
(seconds)Quality metrics

Original Image 2.2397 24.2389 0.0974
The PHE 5.6069 60.0818 0.1891 3.231046
The AWPH 8.3583 83.8589 0.1453 2.479714
The HE 0.0290 0.3054 0.2045 0.029888
The BHE 6.2536 66.4109 0.1252 0.013091
The GC 0.0057 0.0618 0.0974 0.002472
The first proposed approach 3.4387 37.1782 0.0974 54.120616
The second proposed approach 0.0157 0.1665 0.0974 0.140231
The third proposed approach 26.4522 237.78 0.5693 4.284434
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enhanced image of the second proposed approach with respect to the original image. Figure.
14e shows the spreading distribution of the spectral quality of the enhanced image of the third
proposed approach with respect to the original image. The obtained results show that, the third
proposed approach is better than the AWPH, the PHE, the BHE, the HE, the first proposed and
the second proposed approaches point view the spectral entropy for the second experiment.
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Fig. 13 Distribution of the spectral entropy for the first experiment (a) after the AWPH (b) after the Adaptive
plateau (c) after the first proposed approach (d) after second the proposed approach (e) after the third proposed
approach
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The Figure. 15a shows the distribution of the spectral quality of the original image for the
third experiment is narrow with respect to the enhanced image after the for the AWPH. Figure.
15b shows that the distribution of the spectral quality of the original image is tight with respect
to the enhanced image after the PHE. Fig. 15c shows that the distribution of the spectral quality
of the original image is narrow with respect to the enhanced image after the first proposed
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Fig. 14 Distribution of the spectral entropy for the second experiment (a) after the AWPH (b) after the Adaptive
plateau (c) after the first proposed approach (d) after second the proposed approach (e) after the third proposed
approach
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approach. Fig. 15d shows the spreading distribution of the spectral quality of the enhanced
image of the second proposed approach with respect to the original image. Fig. 15e shows the
spreading distribution of the spectral quality of the enhanced image of the third proposed
approach with respect to the original image. The obtained results show that, the third proposed
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Fig. 15 Distribution of the spectral entropy for the third experiment (a) after theAWPH (b) after theAdaptive plateau
(c) after the first proposed approach (d) after second the proposed approach (e) after the third proposed approach
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approach is better than the AWPH, the PHE, the BHE, the HE, the first proposed and the
second proposed approaches point view the spectral entropy for the third experiment.

The Fig. 16a shows the distribution of the spectral quality of the original image for the fourth
experiment is scrimpy with respect to the enhanced image after the for the AWPH. Fig. 16b
shows that the distribution of the spectral quality of the original image is tight with respect to the
enhanced image after the PHE. Fig. 16c shows that the distribution of the spectral quality of the
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Fig. 16 Distribution of the spectral entropy for the fourth experiment (a) after the AWPH (b) after the Adaptive
plateau (c) after the first proposed approach (d) after second the proposed approach (e) after the third proposed
approach
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original image is narrow with respect to the enhanced image after the first proposed approach.
Fig. 16d shows the spreading distribution of the spectral quality of the enhanced image of the
second proposed approach with respect to the original image. Fig. 16e shows the spreading
distribution of the spectral quality of the enhanced image of the third proposed approach with
respect to the original image. The obtained results show that, the third proposed approach is
better than the AWPH, the PHE, the BHE, the HE, the first proposed and the second proposed
approaches point view the spectral entropy for the fourth experiment. From these results, clear
that the third proposed approach gives superior results to than the first proposed approach and
the second proposed approach from the quality metrics perspectives. The first proposed
approach is faster in the implementation than the second and the third proposed approaches.

11 Conclusion and future work

This paper has concentrated on enhancing IR night vision images from the visual quality and
resolution perspectives. Towards this target, the paper has presented a class of suggested three
proposed approaches for IR night vision image enhancement. For the visual quality enhance-
ment, histogram processing was the first direction to follow to achieve this objective.

These two approaches are presented for IR night vision image enhancement depending on
adaptive gamma correction. The first method is based on hybrid gamma correction with the
CLAHE and the second one is based on merging gamma correction with histogram matching.
The histogram matching is based on a reference visual image. Simulation results revealed that
the first proposed approach gives superior results to the second one from the computation time
perspective. On the other hand, the second proposed approach is better from the quality metrics
perspectives.

Simulation results revealed that histogram matching to visual images is a simple and
efficient enhancement method for IR night vision images. Moreover, we found that the limited
histogram equalization is preferred to the unlimited one due to the constraints put on the pixel
values.

Another direction adopted in this framework for visual quality enhancement of IR night
vision images is based on trilateral contrast enhancement approach for IR image enhancement.
It depends on three stages: segmentation, enhancement and sharpness. The third proposed
approach is based on an enhancement stage using AWTH. Simulation results revealed that this
approach gives superior results to the HE, the BHE, the PHE, the AWPH approaches from the
quality metrics perspectives. With comparing between the three proposed approaches, clear
that the third proposed approach gives superior results to the two proposed approaches point
view the quality metrics. On the other hand, clear that the third proposed approach takes long
computation time in the implementation with respect to the two proposed approaches.In the
future work, the three suggested approaches can be recommended utilization the deep learning
concepts for object detection of the obtained IR images.
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