Multimedia Tools and Applications (2021) 80:7653-7673
https://doi.org/10.1007/511042-020-09836-z

®

Check for
updates

A non-parametric binarization method based
on ensemble of clustering algorithms

Suman Kumar Bera' (® - Soulib Ghosh" « Showmik Bhowmik? - Ram Sarkar' @ «
Mita Nasipuri’

Received: 23 February 2020 /Revised: 26 August 2020 / Accepted: 9 September 2020 /
Published online: 30 October 2020
© Springer Science+Business Media, LLC, part of Springer Nature 2020

Abstract

Binarization of document images still attracts the researchers especially when degraded
document images are considered. This is evident from the recent Document Image
Binarization Competition (DIBCO 2019) where we can see researchers from all over
the world participated in this competition. In this paper, we present a novel binarization
technique which is found to be capable of handling almost all types of degradations
without any parameter tuning. Present method is based on an ensemble of three classical
clustering algorithms (Fuzzy C-means, K-medoids and K-means++) to group the pixels
as foreground or background, after application of a coherent image normalization method.
It has been tested on four publicly available datasets, used in DIBCO series, 2016, 2017,
2018 and 2019. Present method gives promising results for the aforementioned datasets.
In addition, this method is the winner of DIBCO 2019 competition.
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1 Introduction

Document image binarization is a process which splits the pixels of an input image into two
clusters, one represents the background and the other represents the foreground. A gray scale
image consists of pixels, whose value ranges between 0 and 255. On the other hand, the pixel
value of any binary image is either 0 or 1. Binarization is a process of converting a grayscale
image into a binary image. It is an important preprocessing step that influences the perfor-
mance of many Document image Analysis and Recognition (DAR) systems. Binarization of
degraded document images has drawn the attention of researchers due to the challenges
involved and also its extensive range of applicability in many document image processing
purposes. Some of the examples are restoring historical documents, skew and slant correction,
text line separation, word recognition, document layout analysis (DLA), document form
processing and many other optical character recognition (OCR) systems [1, 8, 10, 14, 20,
31, 32, 36, 46, 51]. Proper binarization is always necessary to ensure the effectiveness of the
later steps. In other words, poor binarization will make the later steps error prone. Thus,
without an effective document binarization method, it is quite difficult to develop an efficient
and complete DAR system. There are various challenges associated with this research domain.
A document image generally suffers from different types of degradations such as dark spots,
bleed through (seepage of ink from the other side of the page), presence of seals (in official
documents) and fading of ink (due to aging and rough handling of documents or due to the use
of ink of lighter shade). Some of these degradations take the form of noise in the image version
of these documents. Besides that, challenges like irregular background, uneven illuminations
of light and dark creases mostly appear due to erroneous digitization of documents. Even the
quality and the texture of the document page itself may introduce various background level
variations. Often more than one of such degradations are found in the document images. In that
case, conventional binarization methods fail to provide a satisfactory output, and thus, OCR
systems also become error-prone. Though the research on binarization has been started long
back, finding a suitable threshold value for bimodal clustering of the entire pixel set of a
degraded document image is still considered as an open challenge. Absence of a good
binarization technique capable of handling all kinds of degradations and the diverse applica-
tion domains has motivated us to design an effective method for such purpose.

In this paper, we have presented a new binarization technique which is an ensemble of three
successors of K-means clustering algorithm [16], namely Fuzzy C-Means [7], K-Medoids [33]
and K-Means++ [2]. Initially a noise reduction process is employed on the input grayscale
image to eliminate the background variation. The resultant image is then fed into the
binarization step. The final clusters are obtained by following a voting process. However, in
this work, out of three clustering results, we select one as the decider. When a conflict occurs
between the results of the other two clustering algorithms in labeling a particular pixel, the
decider makes the final verdict. For the selection of the decider, we estimate the quality of each
clustering result using the Davis Bouldin (DB) cluster validity index [12] and the one with the
lowest value is selected as the decider. Finally, on the resultant binarized image, some post
processing is carried out to preserve the stroke connectivity so that the quality of text regions
gets improved. It is to be noted that the proposed method needs no parameter tuning, which is
not so commonplace in binarization methods. With this method, we participated in the
Document Image Binarization Competition (DIBCO) 2019. Since 2009, this competition is
organized in every alternate year in conjunction with the International Conference on Docu-
ment image Analysis and Recognition (ICDAR) to explore the recent efforts in document
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image binarization. In 2019 competition of DIBCO, our method (method 10b in [43]) ranked
Ist among the 24 participating methods. The contributions of our paper are as follows:

*  We have proposed a novel approach to form an ensemble of three clustering algorithms
based on the Davis Bouldin (DB) cluster validity index.

*  The method does not require any manually tuned parameter.

e The proposed approach is validated on four most recent publicly available DIBCO
datasets, namely, DIBCO 2016, DIBCO 2017, DIBCO 2018 and DIBCO 2019.

*  The impressive outcomes over state-of-the-art methods empirically prove the effectiveness
of the proposed method on dealing with the said challenges.

The rest of the paper is organized as follows: next section describes the existing binarization
techniques along with their pros and cons. Section 3 puts forward the proposed method as a
chronology of steps. Experimental results are presented and analyzed in section 4 which is
followed by final epilogue.

2 Related work

Various methods have been devised to address binarization of document images since decades
but all are not robust enough to handle various types of degradations / noise in a single pass.
These methods can be categorized as threshold-based and learning-based methods - the former
can further be sub-divided as global, local and hybrid thresholding based methods. We give a
brief overview of these methods herein.

Any global approach probes for a single threshold value for the entire image to classify the
foreground and background pixels. Otsu [38] develops a global thresholding method that
maximizes the inter-class variance and minimizes the intra-class variance of the pixel intensity.
Later, Kittler et al. [22] modify the Otsu’s method by minimizing the mean error rate. Though
the global methods are very fast and simple to implement, these methods fail in case of diverse
background. Conversely, local thresholding methods find individual threshold for each sub-
region of an input image depending on its gray-level distribution. Niblack’s method [34] is the
premier local thresholding based method where a pixel-wise threshold is calculated by sliding
a rectangular window over the gray scale image. It is later improved by Sauvola et al. [47].
Though these methods can extract most of the foreground pixels but they fail in low-contrast
images. Moreover, these methods have manually tuned parameter. Although all of these
preliminary binarization methods are improved to some extend [19, 21, 23] but they are
computationally expensive and fail to yield promising results in complex backgrounds and
faded texts. Hybrid methods undergo various steps in order to binarize the document images.
The methods [5, 9, 48] which belong to the hybrid category pre-preprocess the image for
reducing varied background by using inpainting or Laplacian energy map minimization. Edge-
based binarization is proposed by Ramirez et al. [44] and improved by Lelore et al. [24]. These
methods use a double-threshold edge detection tactic to find the small details of text pixels.
Yet, they fail to distinguish the strong water-spilling noise and incur a high computational cost.
Besides, there are few other approaches in the literature. In [25], Lu et al. have used a contrast
enhancement aided local thresholding based binarization technique. The local threshold is
determined by the mean of foreground and background gray values, which are calculated by
the frequency of the gray values. In [15], Guo et al. have come up with a nonlinear edge
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preserving diffusion technique for document image binarization. In [45], Rani et al. have
proposed a binarization method which uses the contrast feature to compute the threshold value.

To deal with different types of challenges researchers have also relied upon background
separation technique. Many background appraisal methods have been developed in the past.
For example, Lu et al. [28] estimate the document background surface through an iterative
polynomial smoothing procedure. Similarly, Messaoud et al. [6] have applied a smoothening
procedure for background estimation. Unlike other methods, Gatos et al. [13] utilize a
background surface calculation by interpolating adjacent background intensities, using
Sauvola’s binarization result as the mask. Besides these methods, inpainting has emerged as
an efficient technique of background estimation, which is developed by the researchers in the
recent past and has undergone manifold modifications. Shen and Chan [11] develop mathe-
matical models for local inpainting concerning non-texture images. Based on these mathemat-
ical models, Zhang et al. [52] use a shape reconstruction and background restoration method
through edge detection and inpainting. They use Canny edge detection followed by morpho-
logical dilation and closing operation to procure the inpainting mask. But errors may arise in
this method, when any two isolated noisy points detected by Canny edge detector are joined by
morphological filling. This fairly complex and rather time-consuming iterative inpainting
method is modified by Ntirogiannis et al. [35]. In the paper [35] Ntirogiannis et al. propose
a relatively fast and efficient inpainting technique using Niblack’s binarization output as the
inpainting mask. But for the generation of this inpainting mask, a fixed size window is used.
On the other hand, a fixed window size for inpainting mask generation may give rise to some
problems [9], which would become difficult to handle during binarization and the post-
processing steps. Figure 1 demonstrates examples of such problems faced in the process. In
Fig. 1(c), hollow regions containing background pixels in between the strokes are visible for
the strokes, whose width exceeds 13 whereas in Fig. 1(e), stains and background noises, of
width less than 60, are still included in the background-separated image.
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Fig. 1 a, d Portion of original images, b Niblack binarized image of a using w=13, ¢ Corresponding
background-separated image of a using b as mask, e Niblack binarized image of d using w=60 and f
Corresponding background-separated image of d using e as mask
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The window size of Niblack binarization should conform to the facts as stated by Pai et al.
[39] which are: (i) it manifests the local illumination condition of the image accurately, and (ii)
it refrains itself from including foreground pixels exclusively, i.e. at the minimum best, a few
background pixels must be confined by the window. A smaller window size for a document
image with large stroke width, may position the sliding window entirely within the potential
foreground region, thereby breaching the second condition. This effectuates in hollow regions
containing background pixels in between the strokes, whose width lies above the window-size,
as evident from Fig. 1. On a counter note, a relatively large window size for a document image
with smaller stroke width may include the larger noise stains within the bounds of the window.
This disregards the first condition and thus local lighting level gets varied within the sliding
window, resulting in inclusion of these stains and noises in the background-separated image as
evident from Fig. 1.

In a learning-based method, a model learns from the supplied data and Ground Truth (GT)
that acts as a training sample. After that, a trained model is generated which is further tested on
the test data. Deep learning based approaches are also used in various other application domains
such as video object tracking [27] and video object segmentation [29, 30] etc. The recent era
tends to adopt deep learning (DL) based methods in binarization due to its classification
prowess. A fully convolutional neural network (FCNN) is used in [49] for color image
binarization whereas in [3] an unrolled prime dual network (PDNet) is combined with FCNN
for the same purpose. Recently, Sheng et al. [17] propose DeepOtsu for binarizing the degraded
documents. In [53], Jinyuan et al. frame the problem as image-to-image translation task and use
c¢GAN as a two-step image binarization. Although learning-based methods obtain success in
binarization, they mostly suffer from the availability of large dataset and GT and need to
optimize a large set of parameters during training; thereby taking a long processing time.

To summarize, most of the existing techniques still have some limitations in terms of their
computational cost and/or performance. Their performance becomes more impoverished when
a document gets a combined degradation over the years as shown in Fig. 2. In this paper, our
objective is to design a robust binarization method that will be effective for handling combined
degradations found in the document images.
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Fig. 2 Sample degraded documents taken from DIBCO datasets
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3 Proposed method

This section describes the proposed binarization method in detail. It consists of three sequential
steps, each of which consists of further sub-steps. The first step includes pre-processing
activities which comprise of background separation and image normalization steps. The
second section deals with the thresholding. The final section puts forward the post processing
steps. The block diagram of this proposed method is displayed in Fig. 3. In Fig. 3, D is the
decider label that corresponds to the cluster label with minimum DB index value. For each
pixel, L, and L, are two variables that indicate the labels other than the decider D, whereas Py,
denotes the final pixel label obtained after using the thresholding algorithm.

3.1 Preprocessing

In this step, our objective is to obtain a normalized image from an input degraded image by
eliminating background variations to a significant extent. For that purpose, initially stroke
width is calculated. After that a mask is generated which acts as a superset of the foreground.
Then, the background suppressed image is generated using inpainting method. Finally, the
normalization is performed. The presence of degradations like, bleed through, uneven back-
ground, non-uniform illumination, perspective and geometric distortions brings the random-
ness to the intensity distribution of the affected document image, and makes the binarization
process challenging. In such cases, background estimation and image normalization deliberate
a distribution with nearly bimodal nature to these images, which in turn make the further
procedure of binarization much easier. For background estimation, we have used the
inpainting technique as described in [35]. We have already discussed the fixed window size
problem for generating a mask image. Due to that we have relied on the idea of using a
dynamic mask generation method based on stroke-width, which takes into consideration the
most reasonable stroke-width of a document image, and customize the window-size accord-
ingly. Given a degraded document image I;, an adaptive thresholding is performed firstly to
make its corresponding gray-scale image I,. We have applied the Canny edge detector [4] on
I, to estimate the average stroke-width SW,,.. SW,,, is calculated as the average distance
between two consecutive text-pixels in a single row. The calculation of the average stroke
width is demonstrated using Eq. 1. Here, f; defines the frequency of distances d; and N is the
number of discrete distances.

Fuzzy C-Means
—| Pixel Label (L) | .
. : DB Index (DB,) i i | min(DBy, DBy DBy) | i
Inpainting 3 P ¢ l i Post-processing

8 If L=Ly
: K-Medoids P i Lyly #Llp
Normalized Pixel Label (L;) HE—

Image : DB Index (DB,) P i

: Coarse
! Binarized
Image

i K-Meanst+ | | ¢ @
Pixel Label (L) i Porle Pu=lp | @
DB Index (DB;) ; 5 i

Fig. 3 Work flow of the proposed method
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3.1.1 Background estimation

Background estimation and image normalization produce a near-bimodal histogram of the
images, thus simplifying the subsequent processes. It reduces the background variation of the
input image. Due to the high recall value, we choose the Niblack’s binarization method with a
dynamic window W to create the mask image /5. Experimentally, we fix 3 * SW,,,,, for each
side of the sliding window W,. The algorithm calculates the pixel-wise local threshold (7%) by
using the mean and standard deviation of pixel intensities of a window surrounding it where
the weight w is taken —0.2 to retain all the text pixels [5S0]. The calculation of the threshold is
formulated in Eq. 2. Here W(x, y) and o(x, y) represent the mean and standard deviation of the
pixels residing within the sliding window with (x, y) as center pixel respectively.

Th(x,y) = w¥o(x,y) + p(x,y) (2)

The resultant binarized image 7, is used to generate the coarse background image (1) with
the aid of inpainting method [35]. An example of the mask image using dynamic window is
shown in Fig. 4.

The method by Ntirogiannis et al. [35] estimates an approximate background surface /I,
from the /, using a mask, /,,,q . The method uses five passes with different image scanning
sequences. Each of the first four passes proffers Py(r, ¢) where, pass, p € [1, 4]. Considering
pixel traversing order shown as directional arrows using left(L), right(R), top(T) and

bottom(B), the first four passes traverse as (ﬁ{);TlB), (ﬁ{);BTT), (RL;T|B) and (RL;B1T)
respectively. A non-mask pixel (i.e. background) is propagated unscathed in P,(r, ¢) whereas a
mask pixel’s (potential foreground) intensity is computed as an average of at most four of its
non-mask neighbors. The mask pixel is considered as non-mask in subsequent computation of
the same pass. The consolidation is done in fifth pass by taking pixel intensity as minimum in
Py(r,c) Vp € [l, 4] to put in J;, . This helps choosing the intensity value with highest potential
to be considered as noise in that neighborhood. Thus, in the areas where there is noisy
background, the intensity of corresponding pixels in Z, and /. are approximately same. Some
example of input image and its corresponding background images are put forward in Fig. 5.
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(a)
Fig. 4 a A sample input image from DIBCO-2016 dataset and b Corresponding mask image
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(c) (d)

Fig. 5 a and b are input images from DIBCO dataset, whereas, ¢ and d are their corresponding background
images respectively

3.1.2 Gray image normalization

The image normalization is a process of compensation of noises so that the background
variations get eliminated. Equation (3) helps here to achieve the normalized image 7,(x, y).
The I, and Iy, represent the gray image and the estimated background image respectively.
Fig. 6 displays the normalized image corresponding to the input image. It has been noticed that
the low contrast edge pixels and faded characters in the original image are restored in the
normalized image.

255%4(x,y)
I,(x,y) = 5 Ipg(x,y)

i Ig(x7y) < Ibg(x’y)/\lbg(x’y) >0 (3)

55, otherwise

L1s i tszhdadd ¥ v
JA S W7 O S B SRR R R

= b. 4 = ,

Fig. 6 a Input image and b Corresponding normalized image
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3.2 Thresholding

After background separation and image normalization, the resultant image is now devoid of
local illumination variations, due to shadows, highlights and noise. As a consequence, the
image is henceforth improved, before a thresholding algorithm is applied. The final
thresholding for binarization is done with the help of three clustering algorithms: Fuzzy C-
means, K-medoids and K-means++. All these algorithms are reminiscent of K-means cluster-
ing algorithm with some significant improvements. The basic objective of all clustering
algorithms is breaking up the dataset into groups and all of them attempt to minimize the
intra cluster distance and maximize inter cluster distance. The thresholding is done here by two
steps: pixel labeling and then decision making.

3.2.1 Pixel labeling

In this step, we briefly discuss the aforesaid clustering algorithms for the common readers. The
normalized image 7, is passed through the three clustering algorithms independently. The
resultant binarized images are then fed into a decision-making module to finalize the labeling
of the entire pixel set. A brief explanation of the three clustering algorithms is provided.

Fuzzy C-means (FCM): It allows data points to be assigned into more than one cluster
where each data point has a degree of membership of belonging to each cluster. Alike K-
means algorithm, a good cluster does not break in each successive iteration in FCM. FCM
aims to minimize the following objective function (Eq. 4) where, w;;€[0,1] represents the
degree to which each element x; belongs to the cluster ¢;. FCM can be formulated according to
Eq. 4. In case of C-means clustering algorithm, we get a degree of membership of a data point
to belong in a particular class. A threshold « is considered. If the degree of membership is
greater than the threshold, then the data point is assigned to that cluster. The objective function
is formulated in Eq. 4. In Eq. 4, x; is the # data point and ¢; indicates cluster center of ;*
cluster. Besides, n and ¢ denote the number of data points and number of clusters respectively.
wj denotes the weight associated for each data point. In the case of Fuzzy C-means clustering
algorithm, we obtain a membership value for each data point. Equation 5 provides the
procedure to associate each data point to a particular cluster based on the membership value
Wi, which is the membership value of x; for belonging to cluster 1. If ; is greater than some
threshold «, then the data point belongs to cluster 1 else cluster 2.

A 2
arg min Zl _Z] wl’-J'?Hx,-—ch (4)
i=1j=
ie{clusten7 i > 5)
cluster;, p;; < «

K-medoids: In contrast to the K-means algorithm, K-medoids chooses data points as cluster
centers (medoids) and can be used with arbitrary distances, while in K-means, the center of a
clusters is not necessarily one of the input data points (it is the mean of all the points in the
cluster). It is more robust to noise and outliers as compared to K-means because it minimizes a
sum of pairwise dissimilarities instead of a sum of squared Euclidean distances. The optimi-
zation function of the K-medoids can be written as shown in Eq. 6:
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argmin i i dii*z (6)

=1 j=1
where, dj; denotes the dissimilarity between objects x; and x;, z; € [0,1] is equal to 1 if and only
if x; is assigned to cluster of which x; is the medoid.

K-means++: It solves the initial seeding problem of K-means by allocating the initial
cluster center efficiently that increases the chances of forming good clusters. In K-means++
algorithm, first cluster centers are chosen uniformly from the data points, after which each
subsequent cluster centers are chosen from the remaining data points with probability propor-
tional to its squared distance from the cluster center closest to that data point. Subsequently, the
algorithm follows a similar approach same as K-means which aims to optimize the following
function shown in Eq. 7:

n C
minimize ¥ ¥ |[x—¢;||° (7)
i=1j=1
Let, the corresponding binarized images are /., I, and Iy, obtained by using the Fuzzy C-
Means, K-mediods and K-means algorithms respectively. Next, we discuss our decision

making process.

3.2.2 Decision making

The three clustering algorithms show their uniqueness to label each pixel. But each of them
suffers from a certain limitation. It may lead to a wrong estimation if we rely on only one
clustering technique. In the case of C-means, there is a weight for every data point in the
process of rearrangement. So, the good clusters remain intact throughout the process, whereas
only the bad clusters are reallocated for constructing a better one. K-means also suffers from
initializing problem. It randomly allocates the initial clusters’ centers, though, initial cluster
centers effect the final outcomes. In the case of K-means++, a probabilistic approach is used to
predict the initial cluster centers properly, but is not robust and ineffective toward outliers. This
problem is solved by K-medoids by minimizing the pairwise distances instead of minimizing
the total variance. K-medoids is also robust and invariant towards outliers. As the aforemen-
tioned three clustering algorithms are the modified versions of the K-means algorithm, and
they individually take care of the different challenges, so these algorithms provide comple-
mentary information. Hence, there is a scope for applying a clustering ensemble technique. It is
because of the fact that the diversification of the base models is the key essence of forming an
ensemble. First, we check the Davis Bouldin (DB) clustering validity index value to set a
priority to a clustering algorithm which eventually solves the conflict of labeling a pixel. DB
index is an internal clustering evaluation scheme, where the validation of how well the
clustering has been done is made using the quantities and the features inherent to the dataset.
Lower value of DB index indicates a good cluster. Mathematically, if A; is the separation
between i and j* clusters which ideally has to be very large and S; is the within cluster scatter
for i* cluster, then DB index can be defined by Eq. (8).

1
C,

i S;
di,whered,-:max{ :‘r j,iij} (8)

y

DB =

el
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Firstly, we determine the best cluster based on their DB index value. The best cluster is
denoted as the decider. In this work, we have proposed a majority voting scheme based on a
decider whose vote gets more weight in decision making. To label a pixel as background or
foreground, if the other two clustering algorithms conflict with each other, the decision of the
decider is taken as the final label. In this case, the decider gets the higher weight. On the other
hand, if the other two algorithms provide same result but conflict with the decider, then the
complement of the decider is taken as the final label. Here, the majority wins over the higher
weight. The entire decision making process is described in Algorithm 1 which takes the three
binary images (i.e., outputs of the three clustering algorithms) as input and yields a coarse
binarized image /.. In Algorithm 1, D is the decider label that corresponds to the cluster label
with minimum DB index value. L, and L, are two variables that indicate the labels other than
the decider label. Py, denotes the final pixel label obtained using this algorithm. 7., I, and
I, are the images obtained after applying the Fuzzy C-means, K- Mediods and K-means++
algorithms respectively.

ALGORITHM 1: DECISION-MAKING

Input: Iees Iim and Iy

Output: Coarse binarized image (I.;)

Step 1:  Initialize I, as blank image of input image size.

Step 2:  Calculating DB index value of the following clustering algorithm.

a. DB; = DB index value of Fuzzy C-Means

b. DB,=DB index value of K-Mediods

¢. DB3;=DB index value of K-Means++
Step 3: For each pixel P;of I, do

a. Find corresponding pixel labels for P;
i) L;=label of I,
ii) L,=label of I,
iii) Ls= label of Iy,
b. Decider D = min(DB;, DB,, DB3)
c. Let, Lp=label of D and x,y € 1,2,3
d. If Ly=Lyand Ly, L, # Ly then
Py =Ly
Else
Pyy=Lp
End if

End off
End for

3.3 Post process

The post-processing is a fairly important process after binarization of document images
because it suffices to eliminate noise, ameliorate the quality of the text-regions and also
preserve the stroke-connectivity by removal of all isolated pixels and filling of potential
breaks, gaps or holes. In this work, we have used shrink and swell filters to exclude persisting
noises and enhance the quality of the text-regions. For each foreground pixel, a wg, X Wy
sliding window is considered, where wg, is odd so as to make the definition of a unique
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center-pixel is possible for the window. Let Ny, be the number of background pixels in the
sliding window with a foreground pixel as the center-pixel. If Ny, > tg,, 1.€., at least tg, pixels
are background pixels in the concerned window, then the foreground pixel is changed to a
background pixel. ty, is the threshold for shrink filter and its value is determined experimen-
tally. A swell filter is used to fill possible discontinuities, gaps or holes in the foreground of a
binarized image. It also improves the quality of character strokes. It is functionally similar to
the shrink filter. To serve this purpose, the shrinked image is scanned and each background
pixel is scrutinized. A Wy, X W, sliding window is considered, where wy, is odd so as to make
the definition of a unique center-pixel possible for the window. Let Ng,. be the number of
foreground pixels in the sliding window with a background pixel as the center-pixel. If Ny >

tews 1.€. at least gy pixels are foreground pixels in the concerned window, then the back-
ground pixel is changed to a foreground pixel. tg, is the threshold for swell filter and its value
can be determined experimentally. Shrink filter as shown in Eq. (9) is used to remove isolated
noise scattered over the background of 7., and swell filter as shown in Eq. (10) is used to fill
possible discontinuities, gaps or holes in the foreground of a binarized image, where Ny, and
Niore are the numbers of white and black pixels respectively in the sliding window W,,. I, is the
final binarized image of our method.

Iy(x,y) = 1V Nback > L 9)

Iy(x,y) = 0V Nggre > Loy (10)

Though there are few parameters in the post processing step, these are not manually tuned. The
parameters are specific throughout the experimentation. Besides, the parameters are not dataset
specific. The parameters used at this step depend on the average character height, which are
calculated using the connected component analysis as mentioned in [13].

3.4 Experimental section

The entire experimental section is divided into four subsections. The first subsection includes a
detailed explanation of the datasets used in this work, whereas, the second subsection deals
with the evaluation metrics. Third subsection contains results obtained using the proposed
method. The final subsection reports the comparison of our method with some past methods.

3.5 Dataset description

Document Image Binarization Contest (H-DIBCO) is an established and popular forum in the
field of document image binarization. Since 2009, DIBCO and H-DIBCO provide
benchmarking dataset not only to the participants in the contest, but also to the research
community for the purpose of research. These datasets provide handwritten as well as printed
document images providing challenging assignments with noises and distortions to be barely
readable in its as-is form. Stroke disconnections, imperceptible characters, uneven background,
background ink-stains, smudges, non-uniform illumination, perspective and geometric distor-
tions, degradation by imaging artifacts, etc. are some of the challenges that the DIBCO datasets
offer to the researchers. In addition, DIBCO datasets for the contest provide a common
platform of comparison yardsticks with ground truth, as created by a forum of human referees
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after applying different binarization techniques on the image dataset. The proposed method is
validated with four standard datasets which are H-DIBCO 2016 [40], DIBCO 2017 [41], H-
DIBCO 2018 [42] and DIBCO 2019 [43]. In each year DIBCO provides various degraded
document images along with their ground truths. In 2016, they have published 10 handwritten
images consisting of many difficult challenges like bleed through, faint foreground etc.
Whereas, there are 20 images in 2017 that contain 10 handwritten and 10 printed document
images. In the 2018 dataset, there are a total 10 handwritten document images, and in 2019
dataset there are 20 document images. The datasets consist of 60 handwritten and printed
degraded document images. Among them, few sample images and their corresponding
binarized forms obtained using proposed method, are shown in Figs. 8,9, 10 and 11.

3.6 Evaluation metric

To assess and compare our method with the state-of-the-art techniques, we have used four
standard evaluation metrics: (a) F-Measure (FM), (b) pseudo F-Measure (F,y), (c) Peak
Signal-to-Noise Ratio (PSNR), and (d) Distance Reciprocal Distortion (DRD). To further
assess the performance of the proposed method, we have considered additional metrics that
include precision, recall, true positive, true negative, false positive and false negative [37]. A
true positive (TP) is an outcome where the model correctly predicts the positive class.
Similarly, true negative (TN) is an outcome where the model correctly predicts the negative
class. A false positive (FP) is an outcome where the model incorrectly predicts the positive
class and false negative (FN) is an outcome where the model incorrectly predicts the negative
class. A diagram is given in Fig. 7 to show this concept in a tabular way.

Precision (Pre) is defined as the ratio of true positives and the number of true positives plus
the number of false positives. Whereas, recall (Rec) is ratio of true positives and the number of
true positives plus the number of false negative. Recall expresses the ability to find all relevant
instances in a dataset, and precision expresses the proportion of the data points our model says
was relevant actually were relevant. Precision and recall are formulated in Eqs. 11 and 12
respectively.

Fig. 7 Illustration of true positive, Actual C l ass
false positive, true negative and
false negative - -
7
. U FP
O
o
]
e
Q
._6.
S . FN TN
-
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Pre = TP/(FP + TP) (11)

Rec = TP/(FN + TP) (12)

The F—measure (FM) is a measure of a test’s accuracy and is defined as the weighted
harmonic mean of the precision and recall of the test. F-measure is expressed in Eq. 13.

FM =100 * (2 * Pre * Rec)/(Pre + Rec) (13)

PSNR is an engineering term for the ratio between the maximum possible power of a signal
and the power of corrupting noise that affects the fidelity of its representation. In the
binarization domain, the noise of the output binarized image is calculated with respected to
the ground truth. PSNR is formulated in Eq. 14. In the Eq. 14, MSE and R represent the mean
square error and the maximum fluctuation in the input image data type respectively.

R2
PSNR =1 — 14

SN, 0 logo (MSE) (14)
Finally, DRD measures the visual distortion among the output binarized image and the ground
truth. DRD is formulated in Eq. 15. Where, NUBN is the number of the non-uniform (not all
black or white pixels) 8 x 8 blocks in the ground truth image, and DRDj, is the distortion of the
k— th flipped pixel. For better understanding of the calculation of DRD, we refer to paper [26].

Y 1DRDy,

DRD = (15)
NUBN

Higher values of PSNR, F-measure and pseudo F-measure indicate better outcomes, whereas,
low value of DRD represents superior result.

4 Results

For the entire experimentations, we have used the evaluation tool provided by the DIBCO
2019 competition, publicly available on their website. Few examples of the output binary
images after applying the proposed approach are shown in Figs. 8, 9, 10 and 11. Figures 8, 9,
10 and 11 display the output binary images taken from the year 2016, 2017, 2018 and 2019
respectively.

A meticulous visual inspection of the output binarized images (in Figs. 8, 9, 10 and 11)
obtained by the proposed technique reveals that it can eliminate almost all the background noises
and retrieve the faint characters as well. For better assessment of the proposed approach, we have
added outcomes in terms of true positive, true negative, false positive and false negative. Year
wise results are represented in Figs. 12(a)—~(d). The values represent the average values obtained
over the entire images of dataset of a particular year. It is to be noted that the true negative in all the
cases are significantly higher than the others. The reason is in a typical document image; the
proportion of background pixels is much higher compared to foreground pixels. The method is
able to capture both foreground and background pixels. However, due to the large amount of
background pixels, the volume of detected background pixels are much higher than the fore-
ground pixels. As a result, the value of the true negative is very high in all the cases.
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Fig. 8 a, b and c are sample images from DIBCO’16 dataset, whereas, d, e and f are their corresponding binary
output images respectively

Moreover, precision, recall, F-measure, Pseudo F-measure, PSNR and DRD values obtain-
ed by the proposed approach are provided in Table 1. The table contains year wise values for
the aforementioned metrics. In the context of binarization, recall indicates a sensitivity index
that measures the amount of foreground pixels retrieved in the binarization process. High recall
value indicates that the method is able to capture the foreground pixels properly. On the other
hand, low precision value indicates that the method has considered some background pixels as
foreground. So, a good binarization method must have both the precision and recall value very
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Fig. 9 a, b and ¢ are sample images from DIBCO’17 dataset, whereas, d, e and f are their corresponding binary

output images respectively
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(d) (e) (0

Fig. 10 a, b and ¢ are sample images from DIBCO’18 dataset, whereas, d, e and f are their corresponding binary
output images respectively

high (close to 1). Keeping in mind the extreme challenges of the document images, it is evident
from Table 1 that the proposed method has achieved outstanding performance in most of the
datasets. In the DIBCO 2019 competition, there were 24 methods developed by the researchers
from the different comers of the globe. It is worth mentioning that the proposed approach
outperformed all the other participating methods and stood first in that competition.

The last column of Table 1 contains the execution time of the proposed approach in various
datasets. We have provided the execution time of our algorithm for all the datasets. DIBCO
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Fig. 11 a, b and ¢ are sample images from DIBCO’19 dataset, whereas, d, e and f are their corresponding binary
output images respectively
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Fig. 12 Year wise true positive, true negative, false positive and false negative value obtained by our proposed
binarization technique. (a), (b), (¢) and (d) represent results for the year 2016, 2017, 2018 and 2019 respectively.
In the context of binarization, positive sign signifies foreground and negative indicates background

2016 and 2018 datasets contain 10 images whereas, DIBCO 2017 and 2019 datasets have 20
images each. Due to this, execution time for DIBCO 2017 and 2019 is higher than the other
two. The machine specification is as follows: Processor — Intel(R) Core (TM) i5-7200U CPU
@ 2.50 GHz 2.71 GHz, RAM — 8 GB and System Type — 64-bit Operating System, x64-based
processor.

4.1 Comparison

Our proposed method is compared with the winner method of the individual competitions
along with Otsu’s [38], Sauvola’s [47], Niblack’s [34] and recently published K-Means [18]

Table 1 Binarization results obtained using the proposed method on various the datasets

Metric Precision Recall F-measure Pseudo F-Measure PSNR DRD Execution time (in Sec)
Dataset

DIBCO 2016 0.9651 0.8508 90.43 91.66 18.94 3.51 401.99

DIBCO 2017 0.8578 0.8289 83.38 89.43 1545 6.71 941.17

DIBCO 2018 0.8091 0.7521 76.84 83.58 15.31 9.58  476.89

DIBCO 2019 0.6527 0.8771 72.87 72.15 1448 1624 1720.21
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based binarization methods. Otsu is a global thresholding method that aims to find a global
threshold for the entire image by reducing intra class variation and increasing inter class
variance. On the other hand, Sauvola and Niblack are local thresholding methods that probe
for a threshold value for a sub image. The method proposed in [18] has adopted a binarization
technique based K-means clustering algorithm followed by a background separation tech-
nique. Our proposed method is additionally compared with two other techniques in DIBCO
2016 dataset. The two techniques are based on edge preserving diffusion Guo et al. [15] and
contrast based approach Rani et al. [45]. The detailed comparison study is shown in Table 2.
The corresponding quantitative comparison shown in this table proves that the proposed
method keeps up well with the persistent challenges of different datasets when compared to
the other methods. As the proposed method outperforms the method described in [18], we can
claim that the proposed ensemble technique performs better than K-means based method.
Furthermore, the present method is the winner of ICDAR 2019, DIBCO competition among
the 24 participating methods across the globe. Thus, we can safely claim that the proposed
method is robust enough to provide reliable binarization results on the degraded document
images.

Table 2 Performance comparison of the proposed method with different methods on the datasets of DIBCO
series

Method Evaluation Metrics

FM Flg PSNR DRD

H-DIBCO 2016

Rank 1st 87.61 91.28 18.11 5.21
Otsu 86.61 88.67 17.80 5.56
Sauvola 82.52 86.85 16.42 7.49
Niblack 48.57 48.68 8.01 82.24
K-Means 89.08 90.26 18.48 4.47
Rani et al. [45] 83.5 - 19.38 -
Guo et al. [15] 88.51 90.46 18.42 4.13
Proposed 90.43 91.66 18.94 (2nd) 3.51
DIBCO 2017
Rank 1st 91.04 92.86 18.28 3.40
Otsu 82.52 86.85 16.42 7.49
Sauvola 86.61 88.67 17.80 5.56
Niblack 51.17 5147 7.72 59.49
K-Means 77.82 80.14 13.87 15.37
Proposed 83.38 89.43 15.45 6.71
H-DIBCO 2018
Rank 1st 88.34 90.24 19.11 4.92
Otsu 5145 53.03 9.74 59.06
Sauvola 67.81 74.08 13.78 17.69
Niblack 41.18 41.39 6.79 99.46
K-Means 51.52 53.54 9.75 59.09
Proposed (2nd) 76.84 83.58 15.31 9.58
DIBCO 2019

Rank st (Proposed) 72.87 72.15 14.48 16.24
Otsu 53.77 54.42 05.01 35.42
Sauvola 47.42 48.53 07.44 27.12
Niblack 51.51 53.86 10.54 31.05
K-Means 65.05 66.55 09.04 24.38
AKMB [18] 63.59 67.40 13.42 23.58
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5 Conclusion

In this paper, we propose a non-parametric binarization technique that takes the advantages of
three clustering algorithms namely, Fuzzy C-means, K-medoids and K-means++. It initially
performs a noise reduction step on the input grayscale image to reduce the background
variation. Though, the normalized image is then coarsely binarized separately by three said
clustering algorithms but the final pixel-labeling is decided by a voting process based on their
DB index values. A suitable post-processing is finally applied to preserve the stroke width of
the binarized image. This harmonization proves to be a reasonably satisfactory adaptive
binarization technique which can deal with severe challenges and is robust to diverse situations
in an image. Our technique proves its mettle in handling severe instances of various kinds of
degradations in a generic domain of document images. We have used the most recent dataset
of images provided by DIBCO, containing benchmarking and challenging images with an
amalgamation of various types of degradations. The resultant images are substantiated with
outcomes of other traditional and classic techniques in literature, leading competing techniques
in the contest along with the ground-truth of the original images, in terms of an ensemble of
measures. Although the scope of the proposed technique handles amalgamation of various
types of degradations quite efficiently, yet it has some limitations. The proposed technique
efficiently handles images possessing non-distinguishable text and background intensity, but
its efficiency is somewhat curtailed in case of images possessing very small isolated fore-
ground dots, whose size is comparable with salt-and-pepper noises in the image. These dots
remain on the verge of becoming eliminated in the final binarized image and thus results in a
relatively low score. This can, however, be improved if a more efficient post-processing step is
involved.
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