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Abstract
Moving object detection is a fundamental and critical task in video surveillance systems. It
is very challenging for complex scenes having slow-moving and paused objects. This paper
proposes a moving object detection algorithm which combines Gaussian mixture model
with foreground matching. This algorithm is able to detect slow-moving and paused objects
very effectively. This algorithm uses adaptive learning rate to deal with different rates of
change in background. The performance of the proposed algorithm is evaluated on the chal-
lenging videos containing strong dynamic background and slow-moving and paused objects
using standard performance metrics. Experimental results show that the proposed method
achieves 25% average improvement in accuracy compared over existing algorithms.

Keywords Background subtraction · Background modeling · Moving object detection ·
Segmentation · Foreground matching

1 Introduction

Analysis and understanding of video sequences is an active research field. The basic step in
many computer vision applications like smart video surveillance, traffic monitoring, object
tracking, automatic sports video analysis and gesture recognition in human-machine inter-
face etc. is to detect the moving objects or foreground objects in the scene. Moving objects
detection has also been used for wide range of applications like activity recognition, airport
safety, monitoring of protection along marine border and etc. The moving object detection
serves as a pre-processing step to higher-level processes, such as object classification or
tracking. Hence, its performance can have huge effect on the performance of higher-level
processes. The aim of moving object detection is to extract interesting moving objects in
video sequences. These video sequences can have static or dynamic background. Examples
of interesting moving objects are walking pedestrians and running vehicles. A frame of a
video consists of two source of basic information that can be used for moving object detec-
tion and its tracking: visual characteristics or features (such as color, shape, texture) and
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its motion information in the consecutive frame. The moving object detection is a task to
extract a low-level feature temporally and combines it to the initially segmented object to
form a homogenous region in the video segment. The effort is to perceive the movement
of pixels at two different instants of time and integrate them to get the relevant informa-
tion. Once the intensity of pixels belonging to the certain object is sensed at different time
condition, the velocity, displacement and other vectors can be computed.

Background subtraction is the most common method to identify foreground objects in the
scene. In background subtraction method, each video frame is compared with a background
model and the pixels whose intensity values deviate significantly from the background
model are considered as foreground. Accurate foreground detection for complex visual
scenes is a difficult task because real-world video sequences contain several critical situa-
tions. Some key challenges experienced in background subtraction methods are: dynamic
background, moving shadows of moving objects, sudden illumination changes, camou-
flage, foreground aperture, noisy image, camera jitter, bootstrapping, camera automatic
adjustments, paused and slow moving objects.

Previously, many researchers have proposed various moving object detection methods
and different types of background models to deal with different challenges. Recursive-
learning-based Gaussian Mixture Model (GMM) using foreground matching strategy is
proposed to solve the problem of slow-moving and paused objects in video sequences con-
taining dynamic background. In dynamic environment, background can be changing in
some video sequences. Waving tree leaves, water rippling in a fountain and on water surface
and moving curtain are main types of dynamic backgrounds.

This algorithm focus is on improving the tolerance to slow-moving and paused objects
as compared to conventional GMM [19] and SAG [4]. In this algorithm, a new foreground
model matching strategy is used with the standard Gaussian Mixture Model (GMM) in the
proposed algorithm. In GMM and SAG , Gaussians are used to determine whether the cur-
rent pixel belongs to background or foreground. However, GMM and SAG algorithm relies
on the assumption that the background is visible more frequently than any foregrounds. Due
to this, a long time observed moving object must be classified as the background, eventually
leading to false detection results. If a slowly moving object appeared in the scene, it should
not be incorporated into the background until it stopped and keep static for an enough long
period.To solve the problem of slowly moving and paused objects, a simple foreground
model matching strategy is used in the proposed algorithm to make a comparison. When
the current pixel value fails to match the background models, foreground model is built
using current pixel value as its mean and initial variance value. If the following pixel value
matches the foreground model, it is classified as a foreground pixel directly. In this algo-
rithm, focus is on improving the tolerance to low-speed objects. This method uses varying
learning rate so that it can handle dynamic background.

This paper is organized as follows: section 2 gives the summary of related work,
section 3 describes the proposed algorithm, section 4 discusses evaluation metrics and
results obtained for the algorithm and section 5 gives the conclusion.

2 Related work

The basic technique for modeling the background uses an average [16], a median [15] or
an histogram analysis over time [9]. Difference of consecutive frames [17] is also used to
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detect the foreground objects. These simple techniques are very fast but their performance
is poor in complex background scenes [1]. They also require a large memory and a training
period where foreground objects are not present.

Clustering technique used for background modeling consists of K-means algorithm [3]
and Codebook model [8]. It assumes that each pixel in the frame can be represented tem-
porally by clusters. Incoming pixels are compared against the corresponding cluster group
and the pixels matching with the cluster group are classified as background. These models
seem well adapted to deal with dynamic backgrounds and noise from video compression but
cannot deal with a scene which contains sudden illumination changes, slow-moving objects
and moving shadows.

The kernel density estimation (KDE) [5] is a non-parametric background modeling
method which estimates the density of pixels using kernel function. It is a better representa-
tion of pixels density but it requires many samples for correct estimation of the pixel density
over time. Hence, it is computationally expensive and cannot be used in real-time appli-
cations [18]. This method performs well for the scenes containing static background and
objects moving with constant speed. However, it cannot handle multi-modal backgrounds,
slow-moving and multiple moving objects [19].

The Gaussian Mixture Model (GMM) [19] is a robust method for scenes containing
background variations like multi-modal, quasi-periodic and gradual illumination changes
but it cannot handle irregular background motions and sudden illumination changes [2].
Furthermore, it is a parametric model and requires tuning of parameters which makes the
procedure complex, time consuming and less attractive for real-time applications. Moreover,
the accuracy in selection of these parameters affects the efficiency of the system.

Several improvements have been proposed in GMM by many researchers. Kaew-
trakulpong [11] used different update equations for initial training to improve the conver-
gence rate. Lee [12] proposed a varying learning rate to improve the convergence rate and
stability of GMM. Zivkovic [21] presented a GMMwhich uses varying number of Gaussian
components. However, these algorithms cannot handle strong dynamic background, sudden
illumination changes and paused and slow-moving objects.

Self-adaptive Gaussian Mixture Model (SAG) is proposed in [4] which uses varying
learning rate and a global illumination change factor to deal with the sudden illumination
changes but this method cannot handle strong dynamic background and paused and slow-
moving objects. It uses color features which are good for high-quality video but if the
background and foreground have similar color, then color features will not give good results.

3 Recursive-learning-based GaussianMixture Model (GMM) using
foregroundmatching strategy for moving object detection

Recursive-learning-based Gaussian Mixture Model (GMM) using foreground matching
strategy is proposed to solve the problem of slow-moving and paused objects. This algo-
rithm focus is on improving the tolerance to slow-moving and paused objects as compared
to conventional GMM and SAG. In this algorithm, a new foreground model matching strat-
egy is used with the standard Gaussian Mixture Model (GMM) in the proposed algorithm.
In existing approaches using GMM, only background Gaussian models are used to clas-
sify the background and foreground pixels i.e., these algorithms rely on the assumption that
the background is visible more frequently than any foregrounds. Due to this, slow-moving
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object is classified as the background, which results in false detections. If a slowly mov-
ing object appeared in the scene, it should not be incorporated into the background until it
stopped and keep static for a long period. Proposed algorithm uses both background and
foreground models to make a comparison. When the current pixel value fails to match the
background models, foreground model is built using current pixel value as its mean and
initial variance value. If the following pixel value matches the foreground model, it is clas-
sified as a foreground pixel directly. This method uses varying learning rate so that it can
handle dynamic background. Flowchart of this algorithm is shown in Fig. 1.

The recent history of the intensity values (in RGB color space) of each pixel is modeled
by a mixture of Gaussian distribution. The probability of observing the current pixel value
is given by the formula

P(Xt ) =
K∑

k=1

ωk,t × η(Xt , μk,t , �k,t ) (1)

Fig. 1 Flowchart of recursive-learning-based Gaussian mixture model using foreground matching moving
object detection
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where K gives the number of Gaussian distributions, ωk,t is the weight of the kth Gaussian
in the mixture at time t having mean μk,t and covariance matrix �k,t and η is a Gaussian
probability density function which is given by

η(Xt , μ,�) = 1

(2π)
n
2 |�| 12

exp− 1
2 (Xt−μ)T �−1(Xt−μ) (2)

where, n is the dimension of the color space.
For computational reasons, it is assumed that the red, green and blue color components

are independent and have the same variances [19]. Hence, the covariance matrix is assumed
to be as:

�k = σ 2
k I (3)

Due to this assumption, a costly matrix inversion is avoided at the rate of some accuracy.
A pixel matches a Gaussian distribution if its mahalanobis distance (MD) is less than a

specified threshold. The squared MD is calculated as given below

D2
k (xt ) = δT

k,t�
−1
k,t δk,t (4)

where, δk,t = xt − μk,t−1
For matched Gaussian distribution, parameters of that Gaussian must be updated.

ωk,t = (1 − α)ωk,t−1 + α(Mk,t ) (5)

βk,t = α(1 + ck)/ck (6)
μk,t = μk,t−1 + Mk,t (βk,t /ωk,t )δk,t (7)

σ 2
k,t = σ 2

k,t−1 + Mk,t (βk,t /ωk,t )
(
δT
k,t δk,t − σ 2

k,t−1

)
(8)

ck = ck + 1 (9)
where, ck is a counter which is increased when the Gaussian parameters are updated, α is a
constant learning rate and Mk,t is set to 1 for the matched component (if the MD from the
component is less than a specified threshold) and for other components, it is set to 0.

When the current pixel value fails to match the existed background models, foreground
model is built using current pixel value as its mean and initial variance value. If the following
pixel value matches the foreground model, it is classified as a foreground pixel directly and
the pixel is used to update the foreground model. In this method, foreground models have
priority over background models, the following pixels will be matched to the foreground
model firstly and hence reduce the risk that foreground pixels mismatch the background
models. If that pixel matches with the foreground model it will be classified as foreground
pixel otherwise it will be compared to background Gaussian Models. The first B Gaussian
distributions which exceed certain threshold T are considered as a background distribution:

B = argmin
b

(
b∑

k=1

ωk > T

)
(10)

A pixel is classified as background if it matches with the Gaussian distribution which is
identified as background otherwise it is classified as foreground.

4 Experimental evaluation

All the experiments are done on a standard PC with 1.7 GHz Core i5 processor, 4 GB
memory, and Windows 8 operating system. All the algorithms are implemented in Matlab
R2013a.
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4.1 Evaluationmetrics

Algorithm performance is based on correctly and falsely classified pixels hence, evaluation
metrics Recall (REC), Precision (PREC) and F-measure (FM) is used for quantitative eval-
uation. The standard performance metrics Recall (REC), Precision (PREC) and F-measure
(FM) proposed in [6], are based on the accuracy in detecting the pixels as foreground and
background and is measured by the number of foreground pixels classified as foreground
(True Positives, TP), number of background pixels classified as foreground (False Posi-
tives, FP), number of background pixels classified as background (True Negatives, TN) and
number of foreground pixels classified as background (False Negatives, FN).

Recall is also known as sensitivity and is used to measure the correctly identified
foreground pixels with reference to the actual number of foreground pixels.

REC = T P

(T P + FN)
(11)

Precision is the positive predictive value and it is the fraction of correctly classified
foreground pixels to the total number of pixels classified as foreground.

PREC = T P

(T P + FP)
(12)

In terms of segmentation, a low recall indicates that the algorithm has over-segmented the
foreground object, while a low precision indicates an under-segmented foreground object.
The F-measure measures the segmentation accuracy by considering both the recall and the
precision. It is a weighted average of the recall and the precision. Higher F-measure means
a good background subtraction algorithm. It is defined as

FM = (2 × PREC × REC)

(PREC + REC)
(13)

4.2 Results and analysis

The proposed algorithm has been evaluated on two datasets provided by [6] and [13]. The
proposed approach is compared with existing background subtraction algorithms including
GMM [19] and SAG [4] on these dataset. The performance of all the compared algorithms
is evaluated on two aspects: dynamic background and slow-moving and paused objects.
Hence, the video sequences Water Surface and Curtain from the dataset given in [13] and
video sequence office from the dataset given in [6] are used to evaluate the performance of
the proposed algorithm. Water surface video contains dynamic background due to rippling
of water and it also contains slow-moving and paused object. The Curtain sequence contains
a set of strongly waving curtains due to the wind and contains objects which becomes paused
for a long time. In office video sequence, a person becomes stationary for a long time. The
frame resolution of all these videos is 160 × 128.

To evaluate the proposed algorithm, the set of parameters used for all the experiments
is: threshold=0.6, variance=6 and Mahalanobis distance D=15. Parameters used for SAG
[4] are threshold=0.6, variance=11 and Mahalanobis distance D=15 and for GMM [19],
threshold used is 0.25 and variance=11. For all these algorithms, learning rate used is α =
0.01.

Optimum value (which gives higher FM) of Mahalanobis distance is selected by per-
forming experiments with different values. If the value of MD is higher, then most of the
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Table 1 Comparison of
F-measure for different values of
Mahalanobis distance (D)

Video Sequences D=10 D=15 D=20

Office 0.6086 0.8833 0.8286

Water Surface 0.6306 0.9095 0.8829

Curtain 0.6772 0.8089 0.7581

foreground pixels will match with background Gaussian models and these foreground pix-
els will be classified as background, hence recall will be very less. If the value of MD is
less then background pixels will be classified as foreground, hence precision will be very
less. Proposed algorithm is experimented with the different values of Mahalanobis distance
(D) and F-measure of the algorithm is calculated. F-measure of Office, Water Surface and
Curtain videos for D = 10, 15 and 20 is shown in Table 1. Highest F-measure is obtained
for D = 15. Hence, D = 15 is used for all the experiments.

The detection results of the proposed algorithm for 3 frames of Office, Water surface and
curtain video sequences are shown in Figs. 2, 3 and 4 respectively.

The segmentation results of GMM, SAG and the proposed algorithm on these video
sequences are demonstrated for a frame in Fig. 5.

Table 2 shows the quality measures for all the algorithms on the test videos for compar-
ison. As shown in Fig. 5 and Table 2, GMM and SAG are having less Recall and Precision
than the proposed algorithm. Due to paused objects, foreground is classified as background,
hence GMM and SAG results in large number of False Positives and less number of True
Positives. Hence, GMM and SAG has very less Recall as compared to this algorithm. Due to
dynamic background, Water Surface and Curtain video are having less Precision than pro-
posed algorithm. Hence, GMM and SAG are having less FM than the proposed algorithm.
This algorithm has improved the average FM by 39% than GMM, 19% than SAG.

Fig. 2 Moving object detection results of 3 frames of Office video
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Fig. 3 Moving object detection results of 3 frames of Water Surface video

This algorithm is also compared with KDE [5], GMM [19], SOBS [14], PBAS [7],
RMoG [20] and WeSambe [10] algorithms on CDnet dataset [6]. Video sequences con-
taining intermittent object motion are used to evaluate the performance of the proposed
algorithm.

Fig. 4 Moving object detection results of 3 frames of Curtain video
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Fig. 5 Moving object detection results of all the compared algorithms for the tested videos

Table 2 Comparison of quality
measures for the tested videos Algorithms GMM [19] SAG [4] Proposed

Office REC 0.3423 0.5052 0.8268

PREC 0.8437 0.9920 0.9480

FM 0.4870 0.6708 0.8833

Water REC 0.7533 0.6090 0.8637

Surface PREC 0.6613 0.9742 0.9604

FM 0.7043 0.7495 0.9095

Curtain REC 0.4156 0.4802 0.8007

PREC 0.6706 0.8669 0.8172

FM 0.5132 0.6180 0.8089
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Table 3 Comparison of the
proposed algorithm with some
existing algorithms using quality
measures

Algorithms REC PREC FM

Proposed 0.6876 0.8528 0.7613

WeSambe [10] 0.7472 0.7889 0.7392

RMoG [20] 0.4488 0.8026 0.5431

PBAS [7] 0.6700 0.7045 0.5745

SOBS [14] 0.7237 0.5896 0.5918

GMM [19] 0.5467 0.6458 0.5325

KDE [5] 0.5035 0.4609 0.4088

Table 3 shows the quality measures for the KDE, GMM, SOBS, PBAS, RMoG,
WeSambe and the proposed algorithm. Average values of REC, PREC and FM have been
calculated for the proposed algorithm for videos of intermittent object motion category
while for the existing algorithms, the values of these parameters for dynamic background
category are taken from www.changedetection.net [6]. Among all these algorithms, the
proposed algorithm has the highest F-Measure and hence, this algorithm results in more
accurate detection than existing algorithms. It has improved the F-measure by 3% with
respect to WeSambe, 22% with respect to RMoG, 19% with respect to PBAS, 17% with
respect to SOBS and 36% with respect to KDE.

Figure 6 Compares the total number of false classifications i.e., sum of false positives and
false negatives for GMM, SAG and the proposed algorithm on the Office, Water Surface,
and Curtain Sequences.

This algorithm is more efficient than existing algorithms for scenes containing dynamic
background and slow-moving ad paused objects. This algorithm uses foreground match-
ing strategy to deal with slow-moving and paused objects. Existing algorithms assume that
background is visible more frequently than any foregrounds and if a slowly-moving or
paused object appeared in the scene for a long time, it is classified as background which
results in false detections. Hence this algorithm uses both foreground and background

Fig. 6 Number of False Classifications
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models for comparison. When the current pixel value fails to match the background models,
foreground model is built using current pixel value as its mean and initial variance value.
If the following pixel value matches the foreground model, it is classified as a foreground
pixel directly. This algorithm uses varying learning rate to deal with the dynamic back-
ground. Learning rate changes automatically with the rate of change of background. Hence,
this algorithm results in more accurate detection for scenes containing dynamic background
and slow-moving and paused objects. Run time for segmentation of each frame for this
algorithm is 0.066 sec. Frame rate for this algorithm is 15fps for 160 × 128 video frame.
Computational complexity of the proposed algorithm is less than or equal to O(NK + N)

where, N is the number of pixels in a frame and K is the number of background Gaussian
components used in the algorithm. For the existing GMM and SAG algorithm , computa-
tional complexity is exactly O(NK). For the proposed algorithm it is less than O(NK +N)

because if any pixel value matches the foreground model, it is classified as a foreground
pixel directly and it will not be matched with any of the background model.

5 Conclusion

A moving object detection algorithm is proposed in this paper which combines Gaussian
mixture model with foreground matching. This algorithm detects slow-moving and paused
objects very effectively. This algorithm uses adaptive learning rate to deal with different
rates of change in background. The performance of the proposed algorithm is evaluated on
the challenging videos containing strong dynamic background and slow-moving and paused
objects using standard performance metrics. The performance of algorithm is compared
with standard algorithms: GMM and SAG. The improvement in detection results by 25% on
average as compared to existing algorithms concludes that the presented algorithm suitably
adopts the variation in environment and is capable to effectively detect slow-moving and
paused objects.

In the real time environment, there are number of challenges to face to deal with the
object detection task perfectly. Some challenges are not touched in this work, which are
namely shadow removal, multiple cameras video content analysis and moving camera
handling. This work can be extended to alleviate these problems in future.
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