Multimedia Tools and Applications (2020) 79:29145-29159
https://doi.org/10.1007/511042-020-09541-x

®

Two stages double attention convolutional Check for
. updates
neural network for crowd counting

Zhao Zou' - Chaofeng Li'(® - Yuhui Zheng? - Shoukun Xu3

Received: 12 April 2020 /Revised: 9 July 2020 / Accepted: 4 August 2020 /
Published online: 8 August 2020
© Springer Science+Business Media, LLC, part of Springer Nature 2020

Abstract

Crowd counting has captured wide attention in computer vision, which aims to accurately
count the number of people in still images or video scenes. However, it’s still a
challenging task due to the scale variation and cluttered background in crowd scenes.
In this paper, we propose a 2-stage Double Attention convolutional neural network for
crowd counting, and call it 2-DA-CNN, which could deal with scale variation and
cluttered background in crowd counting. The proposed 2-DA-CNN includes three parts.
The first part is the front-end module which consists of a set of convolution operations,
whose function is to extract abundant feature of crowd. The second part is the first double
attention module, which contains trunk branch and mask branch. The former is mainly
composed by multi-column CNN module, which is to deal with scale variation in crowd
scenes. The latter can generate two masks, which aims to assign interesting regions
reasonably in cluttered situation. The third part is the second double attention module,
similar to the first double attention module, which can enhance the performance of multi-
column CNN module further. In addition, we propose progressive training method to
improve the drawback of using geometry-adaptive kernels to generate ground truth. The
experimental results on three mainstream datasets (ShanghaiTech part B, ShanghaiTech
part A and UCF_CC _50) suggest that the proposed 2-DA-CNN is competitive with the
state-of-the-art methods.
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1 Introduction

Crowd counting question aims to estimate the number of people in still images or dynamic
videos. It can be used to analyze abnormality, alleviate serious occlusions and reduce some
security issues in dense crowd scenes. With the development of artificial intelligence, many
intelligent researches [1, 18] have a great influence on our daily life. Crowd counting has also
been widely used in crowd monitoring [4], scene understanding [22, 34] and safety manage-
ment [3]. However, crowd counting remains to be a challenge task due to scale variation and
cluttered background in crowd scenes.

The methods of crowd counting can be classified into three categories: the detection-based
methods [7, 8, 14, 20], the regression-based methods [5, 19, 29] and the density map
estimation-based methods [10, 35, 36]. The detection-based methods use a sliding window
detector to estimate the number of people, but they have poor performance in dense crowd
scenes. The regression-based methods count the number of people by learning a mapping
between the extracted features of crowd images and the number of people, but they couldn’t
express crowd distribution. The density map estimation-based methods can not only effec-
tively estimate the number of people, but also get the crowd distribution, so it has already
become hot topic.

At present, with the development of deep learning, it has widely used for convolutional
neural network in the density map estimation-based methods. Fu et.al [9] first applied CNNs
on crowd counting. However, it only estimated density level of images and didn’t give specific
number of people in images. Zhang et.al [31] found the existing methods dropped significantly
in an unseen scene, which is usually caused by varied crowd distribution, different number of
people and kinds of background in crowd scenes. To overcome this issue, they proposed a
crowd CNN model and designed a nonparametric fine-tuning to improve the performance of
this model in cross-scene crowd counting. To deal with scale variation in crowd counting,
Zhang et.al [33] designed a multi-column CNN called MCNN. Intuitively, each column of
MCNN has different receptive filed to extract different scale information. Despite this model
could extract multi-scale information in crowd scenes, it also leads to the redundancy of
information. To solve this problem, Sam et.al [21] proposed Switch-CNN, which includes one
classifier and three regressors. Firstly, the classifier estimates the most appropriate regressor
according to the density level of image. Then, the image is transferred to the most appropriate
regressor to generate the estimated density map. Using the classifier to select the suitable
regressor, this method alleviates the redundancy of multi-scale CNN, but the training process
becomes complicated. Sindagi et.al [24] presented a Contextual Pyramid CNN, which consists
of four parts: Global Context Estimator, Local Context Estimator, Density Estimator and
Fusion CNN. The first two estimators aim to capture the contextual information on the patches,
and Density Estimator transforms the input image into a set of high-dimensional feature maps.
At last, the output of the first three modules will be transferred to Fusion CNN to generate the
final density map. Li et.a/ [15] designed CSRNet, which uses a modified VGG [23] structure
as the front-end module and a set of dilated convolution as the back-end module. Although the
CSRNet has great progress in crowd counting, it is time-consuming. Ranjan et.al [26]
introduced an iterative crowd counting framework, which combines low resolution feature
maps with high resolution feature maps to generate high-resolution density map. Liu et.al [17]
incorporated the multi-scale contextual information into an end-to-end trainable pipeline CAN,
which is beneficial to exploit the right context at each image location. Cao et.al [2] proposed
an encoder-decoder network, in which the encoder is to extract multi-scale features and the
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decoder can generate high-resolution density maps by using a set of transposed convolutions.
Wang et.al [27] combined dilated convolution with normal convolution to construct a Multi-
scale-CNN, which could aggregate various context information systematically in crowd
counting.

In recent years, many researchers introduced attention mechanism to deep convolutional
neural network to tackle crowd counting. Liu et.al [16] proposed the DecideNet which
combines the detection-based with the regression-based method together. To extract informa-
tion effectively, they utilized attention module to assess the reliability of the two types of
estimation adaptively. Gao et.al [11] designed the Spatial-/Channel-wise Attention Regression
Network to estimate the density map, which uses the Spatial-wise Attention Model to encode
pixel-level information for the entire image and the Channel-wise Attention Model to extract
discriminative features among different channels. Zhang et.al [34] introduced a MRA-CNN
which makes use of attention mechanism to automatically focus on head regions. In order to
deal with highly congested scenes in crowd counting, Sindagi et.al [25] constructed Hierar-
chical Attention-based Crowd Counting Network, which combines a spatial attention module
with a set of global attention modules. The spatial attention module can select interesting
regions in the feature maps, which is beneficial to dynamically enhance the feature responses.
The global attention mechanism is similar to the channel-wise attention mechanism, whose
module calculates attention along the channel dimension. Hossain et.al [12] designed a scale-
attention mechanism to copy with the scale variation in crowd scenes. Chen et.al [6] proposed
a novel end-to-end model called CAT-CNN, which utilizes attention mechanism to assess the
importance of a head at each pixel location.

According to current research status, there still be a series of challenges for crowd counting
question as following.

(1) Various scales of the people in the images. Due to the different distance between camera
and people, the scale of people might be significant variation in the images. Thus, we
need to get multi-scale features to reduce the error in crowd counting.

(2) Cluttered background in crowd images. There are many buildings, trees and various
objects in crowd images, which often be discriminated as head of people in the estimated
density maps. In the other word, we should eliminate as much complex background
information as possible to count people accurately.

(3) Nonuniform crowd distribution in images. Usually, we use fixed kernel to generate
ground truth for sparse crowd images and geometry-adaptive kernels for dense crowd
images. However, the crowd density is nonuniform in different regions for an image. The
sparse crowd regions and the dense crowd regions should be taken into account for a
crowd image.

In order to estimate the number of crowd accurately, we propose a 2-stage double
attention convolutional neural network (2-DA-CNN) to deal with these problems, which
multi-column CNN is used to construct multi-scale network, and the double attention
module in two stages is designed for generating two masks to reduce the impact of
cluttered background. Then, for dealing with the nonuniform crowd density in images,
we propose progressive training method by combining the advantages of geometry-
adaptive kernels with fixed kernel. Finally, experimental results on three mainstream
datasets demonstrate the advantages of our proposed 2-DA-CNN. In summary, our main
contributions are as below:

@ Springer



29148 Multimedia Tools and Applications (2020) 79:29145-29159

(1) We analyze the drawbacks of popular multi-scale CNN, and propose a 2-DA-CNN for
crowd counting, which can effectively deal with scale variation and cluttered background
in crowd scenes.

(2) We construct a novel double attention model, which could generate two masks to assign
weight reasonably for the regions of interest in feature maps. It is beneficial to extract
more effective features, and generate high-quality density maps for crowd counting.

(3) During training, we design a progressive training strategic, which improves the drawback
of using geometry-adaptive kernels to generate ground truth.

The remainder of the paper is organized as follows. Section 2 presents the proposed method-
ology. The results and detailed analysis are introduced in Section 3. Finally, we make a
conclusion in Section 4.

2 Methodology
2.1 Overview

The structure of proposed 2-DA-CNN is shown in Fig. 1, which consists of three parts: the
front-end module, the first double attention module and the second double attention module.
The numbers of feature map are given at the top of models in Fig. 1, which the first number in
the bracket is the number of input feature maps, and the second number is the number of
output feature maps. In our method, only the stride of convolution kernels in the front-end
module is set to 2, the stride of other convolution kernels is 1, and all convolution kernels are
initialized with uniform distribution.

The front-end module contains 10 convolutional layers, whose structure is “Conv(3, 64)-
Conv(3, 64)-MP-Conv(3, 128)-Conv(3, 128)-MP-Conv(3, 256)-Conv(3, 256)-Conv(3, 256)-
MP-Conv(3, 512)-Conv(3, 512)-Conv(3, 512)”. “Conv(n, m)” represents the convolutional
layer with m filters whose size is n % n, and “MP” denotes a 2 x 2 max-pooling layers with a

-7 (512,30) (30, 16) \\\ 7 (16.30) (30,16) ~~
/ The first \ / The second \
5 mulf-column | / X malf-column — | 1
AN ONN module prs L% NN module 7
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Iput  (3.512)

T I I

The front-end module The first double attention module The second double attention module

® Element-wise product @ Element-wise sum I Convolutional operation

Fig. 1 Architecture of the proposed 2-DA-CNN
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stride length of 2. The front-end module is used to filter complex background information and
extract effective features in crowd images.

The first double attention module consists of trunk branch 1 and mask branch 1. The trunk
branch 1 includes the first multi-column CNN module and 1 % 1 convolution. The former is
used to extract multi-scale feature, whose structure will be introduced in section 2.2. The latter
is used to adjust 30 multi-scale feature maps to 16 feature maps. As for mask branch 1, we
firstly use 1 % 1 convolution filter to adjust 512 feature maps to 128 feature maps which is the
input of attention units. Then, attention units of the first double attention module will generate
masks (Mask 1, Mask 2) which could assign weight reasonably for different interesting
regions. Finally, the masks are integrated with the output of trunk branch 1 to guide feature
extraction. Their detailed introduction is given in section 2.3.

In order to generate high-quality density map, we use two double attention modules to
guide crowd counting. The second double attention module has the same structure with the
first, and only the number of input feature maps is different. At last, we use 1 x 1 convolution
filters to generate the estimated density map.

2.2 Multi-column CNN module

To deal with scale variation in crowd counting, we design a multi-column CNN module shown
in Fig. 2, where “Conv(m, n, k)” denotes that the size of the convolution kernel is & X k, and the
first two digits in the bracket denote the number of input feature maps and the number of
output feature maps separately, and “C” denotes the operation of concatenation. Considering
the importance of resolution in crowd counting, we don’t use the pooling layers in multi-
column CNN module. We find that the value of feature varies around zero in multi-column
CNN module, thus we also remove ReLLu which could inactivate neurons less than zero.

Despite the unequal number of input feature maps for different stages, the second multi-
column CNN module has the same structure with the first multi-column CNN module in Fig.
1. The input of the first multi-column CNN module is 512 feature maps, and the input of the
second multi-column CNN module is 16 feature maps.

2.3 Double attention module

The model of attention mechanism consists of trunk branch and mask branch. All
weights form the mask to identify the interesting regions for images in mask branch.
The output of attention model can be calculated by dot production which is between
mask and the output of trunk branch. The mask branch is used to improve the
performance of the whole model further.

Conv(20. 40, 5) | »{ Conv(40. 20. 5) |+{ Conv(20, 10, 5) } ()

Conv(512, 24, 5)

Fig. 2 Architecture of Multi-column CNN module
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When we sequentially use attention mechanism to improve the performance, dot produc-
tions will be repeatedly used between the output of trunk branch and mask whose range is [0,
1]. In this case, to maintain the desired outcome of the whole model, the output of trunk branch
in deep layers would continue to increase. It means that the ideal weight distribution in trunk
branch could be broken, which would lead to the poor performance.

Inspired by Wang [28], we design a double attention mechanism to solve this problem,
whose formulation is described as follows:

Hie(vie) = (14 Mic(xie)) X Nie(xie) X Fig(xic) (1)
)~ R (2)

P T exp (=i (xie))
o / (3)

B 1+ exp (—sz (xi_c))

where H; .(x; .) is the output of double attention module for itk pixel in cth channel. M; (x; .)
and N; .(x; ) denote the output of corresponding attention unit, whose range of variation is [0,

1]. F; o(x; ) indicates the output of trunk branch. And s(-) is the scoring function of
corresponding attention unit, whose result can be used to compute the importance of the pixel
in crowd images.

From Eq. (1), we can find the range of variation for H; .(x; .) is [0, 2F], which is
beneficial to keep the good property of the trunk branch, and improve the perfor-
mance of model.

The structure of double attention module is shown in Fig. 3 and the structure of
attention units is “C(128,64,3)-ReLu-C(64,16,3)-Sigmoid”, where the numbers in the
brackets separately denote the amount of input feature maps, the amount of output
feature maps and the size of convolution kernels.

n! Mask b

m Attention unit a

I

Attention unit b

® Element-wise product @ Element-wise sum w Convolutional operation

Fig. 3 The structure of double attention module

@ Springer



Multimedia Tools and Applications (2020) 79:29145-29159 29151

2.4 Training method
2.4.1 Progressive training

In many tasks of crowd counting, the ground truth is generated by geometry-adaptive kernels
or fixed kernel. Usually, the method of geometry-adaptive kernels is used in dense crowd
scenes, and the method of fixed kernel in sparse crowd scenes. In different scenes, the number
of people and the distribution of crowd vary dramatically, so in this paper we use both
geometry-adaptive and fixed kernels to generate ground truth. We firstly use geometry-
adaptive kernels to generate ground truth to pre-train 2-DA-CNN, and then the fixed kernel
is used in formal training and testing.
The geometry-adaptive kernels is defined by Eq. (4), and the fixed kernel by Eq. (5).

Fg(x) = % (S(JC_xi)*Ng(PUD7 Ui2)70i =£d;,=0.3 (4)

i=1

Frx) =

4

§(x=x;)*N s (p; P, 0%), 0 = 15 (5)

Tr=

where Fy(x) is the density map which is generated by geometry-adaptive kernels and
F/x) by fixed kernel. x is the position of pixel in the image. d(x—x;) represents a
head at pixel x;,. Both of N,(p;P,0?) and N(p;P,0?) denote a normalized 2D
Gaussian kernel evaluated at p with the mean at the user-placed dot P. 0; and o
represent the standard deviation for corresponding Gaussian kernel, respectively. d; is
the average distance of 3 nearest neighbors. 3 is a hyper-parameter which is set to 0.3
in this paper.

2.4.2 Loss function

Like most of density map estimation-based crowd counting methods, we also use the
Euclidean distance as the loss function by (6):

1 X )
L= 2 1F0)-Gi ©)
i=1

where N is the total number of samples, the F(x;, §) is the estimated density map for image x;,
G, indicates the ground truth of x;, and @ is the parameter to be learned.
3 Experimental results and analysis
3.1 Evaluation metrics
In our task, Mean Absolute Error (MAE) and Mean Squared Error (MSE) are used to evaluate

2-DA-CNN. MAE reflects the accuracy of the testing model, and MSE indicates the robust-
ness of the testing model. They are defined by (7) and (8).

@ Springer



29152 Multimedia Tools and Applications (2020) 79:29145-29159

3 [le<)| ™)

(8)

where N is the total number of test images, ¢; stands for the estimated count for iz test image
and c; stands for the actual count for ith test image.

3.2 Datasets

ShanghaiTech part B This dataset is the part of ShanghaiTech dataset, which is created by
Zhang et.al [33], which is split by the publisher into train and test subsets consisting of 400 and
316 images respectively. All images are taken from the busy streets of Shanghai including a
total of 88,488 annotated heads, whose resolution is 768 x 1024. Due to the average number of
people per image is 124, the crowd density of this dataset is relatively low.

ShanghaiTech part A This dataset is also the part of ShanghaiTech dataset, which consists of
400 train images and 182 test images with total 241,677 annotated heads. Those images are
crawled from Internet, whose resolution is diverse. The average number of people in each
image in this dataset is 501, which have higher crowd density than those of ShanghaiTech part
B.

UCF_CC_50 This dataset is a very challenging dataset, which is released by Idrees et.al [13]. It
only contains 50 images taken from the network with a wide range of crowd densities and
various resolutions. In this dataset, a total of 63,075 individuals were labeled and the average
number of people in each image is 1280.

In this paper, we use 5-fold cross-validation method to train and test 2-DA-CNN, and all
training process contains two steps. In the first step, only four copies of each image are used to
augment the dataset (called AUG1), which is used in progressive training to pre-train proposed
method. As for the second step, the augmentation method is the same as [15] (called AUG2),
which is used to formally train proposed method. AUG2 is described as follows: firstly 9
patches are cropped with 1/4 size of the original image at different locations from each image,
and then the patches are mirrored to further augment the dataset. It’s worth noting that our all
data augmentation is only used on train set. The training procedure of our 2-DA-CNN is
shown as Fig. 4.

3.3 Comparison with other methods on different datasets
3.3.1 Results on ShanghaiTech part B dataset
The comparative results with the state-of-art methods are shown in Table 1. In Table 1, MCNN

[33] and CP-CNN [24] use multi-column structure to get multi-scale information, and ic-CNN
[26] employs the multi-resolution feature map to get multi-scale information, and MRA-CNN
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Original
Dataset

[ Dataset 1 ] [ Dataset 2 ]

AUGI

[ Dataset 3 ] [ Dataset 4

Fig. 4 Training procedure of 2-DA-CNN

[32], SCAR [11] and FDCNet [30] utilize attention mechanism to deal with crowd counting,
and Switching-CNN [21] and CSRNet [15] use a single-column regressor to achieve crowd
counting. From Table 1, it can be seen our 2-DA-CNN gets the lowest MAE and MSE, and
outperforms the state-of-art methods. We also give the results on four images shown in Fig. 5,
which intuitively demonstrate the performance of 2-DA-CNN in relatively sparse crowd
scenes.

3.3.2 Results on ShanghaiTech part A dataset

In order to better validate 2-DA-CNN in dense crowd scenes, we also test 2-DA-CNN in
ShanghaiTech part A, and the results are shown in Table 2. From Table 2, it can be seen that
our proposed model achieves the best MAE and the second-grade MSE (very close to the best
MSE). We also report 4 test images in Fig. 6, which further suggest the effectiveness of
proposed 2-DA-CNN in relatively dense crowd scenes.

Table 1 Performance comparison on the ShanghaiTech part B dataset

Model MAE MSE
MCNN [33] 26.4 413
Switching-CNN [21] 21.6 334
CP-CNN [24] 20.1 30.1
ic-CNN [26] 10.7 16.0
CSRNet [15] 10.6 16.0
MRA-CNN [32] 119 213
FDCNet [30] 10.3 15.8
SCAR [11] 9.5 15.2
2-DA-CNN 8.9 13.9
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Image Ground truth (23) Estimation (23.6) Image Ground truth (44)  Estimation (43.3)
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Fig. 5 Four examples from ShanghaiTech part B

3.3.3 Results on UCF_CC_50 dataset

The comparative results on UCF_CC_50 dataset are given on Table 3. Observing the results in
Table 3, we find that the proposed 2-DA-CNN gets the third grade on both MAE and MSE.
Four test samples are shown in Fig. 7, which also suggests the competitiveness of 2-DA-CNN
with the state-of-art methods in fully challenged crowd scenes.

3.4 Ablation study
3.4.1 Analysis of multi-scale CNN network

To enhance the ability of multi-column CNN module, we combine the front-end module with
multi-column CNN module to construct the multi-scale CNN network, which can filter the
cluttered background information more effectively in crowd images. We give the comparative
results with MCNN [33], CSRNet [15] shown in Table 4. It can be seen that the proposed
multi-scale CNN network shows the best on MAE and the second grade on MSE. Moreover, it
is worth noting that multi-scale CNN network needs less parameters than CSRNet.

3.4.2 Analysis of double attention
Here we mainly compare residual attention mechanism with double attention mechanism in
our work. The back-end structure of different attention mechanism in one stage is shown in

Fig. 8, Fig. 8(a) and Fig. 8(c) are the structures of using residual attention mechanism, and
Fig. 8(b) and Fig. 8(d) are the structures of using double attention mechanism. Two kinds of

Table 2 Performance comparison on ShanghaiTech part A dataset

Model MAE MSE
MCNN [33] 110.2 1732
Switching CNN [21] 90.4 135.0
CP-CNN [24] 73.6 106.4
ic-CNN [26] 68.5 1162
CSRNet [15] 68.2 115.0
MRA-CNN [32] 742 112.5
FDCNet [30] 75.1 118.5
SCAR [11] 66.3 114.1
2-DA-CNN 64.6 106.6
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Fig. 6 Four examples on ShanghaiTech part A

attention units are used to construct different attention module, one is residual attention unit,
and the other is segmented attention unit, which is consists of two convolutional layers, and its
framework is “C(128,64,3)-ReLu-C(64,16,3)-Sigmoid”.

In Fig. 8, the residual attention model and the residual double attention model are based on
residual attention unit, and the segmented residual attention model and the segmented double
attention model are based on segmented attention unit. The last convolution operation of
different models makes use of 1 x 1 convolutional filter to generate the estimated density map.

The results in one stage are shown in Table 5. From Table 5, it can be seen that using
segmented residual attention can get better results than using residual attention, and using the
double attention is better than using residual attention in one stage, so we use segmented
double attention on the proposed 2 -DA-CNN.

We further compare the performance of using different attention module in one stage and
two stages, and the results are shown in Table 6. It can be found that those models using two
stages are always better than using one stage, which suggests that the sequential use of
attention module can get better accuracy and better robustness than single use, and also further
indicates that double attention has better performance than residual attention.

3.4.3 Analysis of progressing training
For many crowd scenes, we observe their scale variation is large, so we design the progressing
training to train 2-DA-CNN, i.e. using geometry-adaptive kernels to generate ground truth for

dense crowd regions, and using fixed kernel to generate ground truth for sparse crowd regions.
The comparative results of using different kernel are given in Table 7.

Table 3 Performance comparison on the UCF_CC 50 dataset

Model MAE MSE
MCNN [33] 377.6 509.1
Switching-CNN [21] 318.1 439.2
CP-CNN [24] 298.8 3209
ic-CNN [26] 260.9 365.5
CSRNet [15] 266.1 397.5
MRA-CNN [32] 240.8 3526
FDCNet [30] 246.8 3222
SCAR [11] 259.0 374.0
2-DA-CNN 252.0 3403
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Fig. 7 Four examples on UCF_CC 50

Table 4 Performance of Multi-scale CNN network

ShanghaiTech part B MAE MSE Number of parameters
MCNN 26.4 413 1.3x105
CSRNet 10.6 16.0 1.6 x 107
Our multi-scale CNN network 10.54 16.18 9.2 x 106

From Table 7, it can be seen that progressing training performs the best with respect to
MAE of 8.94 and MSE of 13.85. This reflects that progressing training is the best plan to train
2-DA-CNN.

|
CNN module
Multi-column
-
ol
f
(@) (®)
Multi-column l
CNN Module
.
CNN module
>
{.
f
(c) (d)

® Element-wise product @ Element-wise sum ' Convolutional operation ‘ Residual unit

Fig. 8 one stage with different attention models. (a): the residual attention model; (b): the residual double
attention model; (c): the segmented residual attention model; (d): the segmented double attention model.
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Table 5 Comparative results of different attention module in one stage

Methods MAE MSE
One stage with the residual attention model 13.14 18.33
One stage with the residual double attention model 11.71 17.69
One stage with the segmented residual attention model 11.41 17.74
One stage with the segmented double attention model(1-DA-CNN) 11.05 16.91

Table 6 Performance comparison of different attention module

Methods MAE MSE
One stage with the segmented residual attention model 11.41 17.74
One stage with the segmented double attention model 11.05 16.91
Two stages with the segmented residual attention model 10.68 16.15
Two stages with the segmented double attention model(2-DA-CNN) 10.26 15.85

3.5 Comparative results on other measures

In order to assess 2-DA-CNN fully, we further analyze 2-DA-CNN in terms of parameters,
model size and runtime. Considering the various resolutions of images and the dense crowd in
real life, we use ShanghaiTech part A to demonstrate the performance listed as Table 8.
Obviously, there is a tradeoff between parameters and estimate precision. In the future, we will
develop lightweight models based on 2-DA-CNN.

4 Conclusion

In this paper, we propose a novel 2-stage double attention convolutional neural network (2-
DA-CNN) to deal with scale variation and cluttered background in crowd scenes for crowd
counting. 2-DA-CNN uses the double attention mechanism to learn the regions of interest in
crowd scenes, which could distinguish the effective feature in cluttered scenes. Moreover, we
design progressive training to improve the drawback of using geometry-adaptive kernels to
generate ground truth, which enables model to deal with non-uniform crowd distribution in
crowd images. The comparative results with the state-of-art methods suggest that the proposed
method achieves the superior performance on three mainstream crowd counting datasets. In
future work, we will explore lightweight models based on 2-DA-CNN to achieve crowd
counting.

Table 7 Performance of using different training method

Methods MAE MSE
Fixed kernel: 0=15 10.26 15.85
Geometry-adaptive kernels 9.95 16.15
Progressive training 8.94 13.85
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Table 8 Comparative results on other measures in the ShanghaiTech part A

Model Parameters(M) Runtime(ms) Model Size
MCNN [33] 0.13 25 527.6 KB
Switching-CNN [21] 15.1 153 57.6 MB
CP-CNN [24] 68.4 5113 >500 MB
CSRNet [15] 16.3 64 65.1 MB
2-DA-CNN 9.8 224 74.9 MB
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