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Abstract
Fish species classifiction is an important task for biologists and marine ecologists to fre-
quently estimate the relative abundance of fish species in their natural habitats and monitor
changes in their populations. Traditional methods used for fish species classifiction were
laboriuos, time consuming and expensive. So, there is need for an automated system that can
not only detect and track but also categorize fish as well as other aquatic species in under-
water imagery, minimizing the manual interference. Absorption and scattering of light in
deep sea environment leads to low resolution images making fish species recognition and
classification a challenging task. Further, performance of traditional computer vision tech-
niques tends to degrade in underwater conditions due to the presence of high background
clutter and highly indistinct features of marine species. For such classification problems,
Artificial Neural Networks (ANN) or deep neural network are being increasingly employed
for improved performance. But the limited dataset of fish images makes it difficult to train
such networks as they require huge datasets for training. Thus to reduce the requirement for
a huge amount of training data, an algorithm using cross convolutional layer pooling on a
pre-trained Convolutional Neural Networks (CNN) is proposed. The present paper focuses
on the development of automatic system for classification, which can detect and classify fish
from underwater images captured through videos. Thorough analysis on image dataset of
27,370 fish images gives a validation accuracy of 98.03%. The proposed method will be an
efficient replacement to strenuous and time consuming method of manual recognition by marine
experts and thus be advantageous for monitoring fish biodiversity in their natural habitats.

Keywords Underwater images · Convolution neural network · Fish species · ResNet ·
Cross convolutional layer pooling

1 Introduction

Object recognition and classification is one of the most prominent topic of reseach for
underwater environment [36, 37]. But underwater imagery is a strenuous task, which
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requires the high-resolution camera equipment to overcome scattering and absorption of
light in ocean water [26]. Marine biologist and ocean researchers are interested in observing
the health and status of fish aggregation targeted by fisheries, fish population of the particu-
lar species and information about the corresponding abundance of fish and their distribution.
Climatic changes due to global warming, weaken the ability of the ocean and coasts to pro-
vide the critical ecosystem for marine species thus increasing the pressure on fish and their
habitats. Hence, there is a need for dependable as well as cost-effective methodologies for
regular surveillance of fishes throughout their habitats.

Earlier analysis and classification of fish species is done manually that involves destruc-
tive and time consuming methods like capturing of fishes or visual census by deep sea divers
[16]. Also, the other traditional approach for classification makes use of precisely devised
low-level features [35]. These features give only satisfactory performance as they lack gen-
eralization ability. To overcome these issues there is an increasing requirement for a system
which can effectively and quickly recognize and identify fishes without human intervention.

Deep learning networks like Convolutional Neural Networks (CNN) can be the solution
for image recognition tasks provided the availability of large datasets [7]. But it is diffi-
cult to get sufficient sample images for the training of CNNs for underwater tasks since the
acquisition of underwater images is a costly and tedious process. Further, due to the com-
plexity of the marine environment, the images obtained are noisy leading to low contrast
background, deteriorative edges and blurred details. This, in turn, renders underwater image
recognition to be quite arduous task.

This paper aims at finding the solution to the above mentioned problem of fish classi-
fication with high accuracy. In case of fish classification, limited training datasets pose a
problem of overfitting which reduces the ability of the model to generalize outside the orig-
inal dataset. The proposed paper solves the problem of limited training data with the help
of transfer learning. Making use of a pre-trained network can reduce the need of training a
deep convolutional neural network from scratch. Thus, reducing the requirement for a large
amount of training data as well as alleviates the need for high computational power. So, an
automatic system which uses crosspooling for fish classification is proposed in this paper.

Rest of the paper is organised as follows: Section 2 gives a brief overview of related work
as Literature Survey. Section 3 elaborates proposed work along with cross-convolutional
layer pooling. Section 4 discusses the results and comparitive analysis. Finally, this paper is
concluded in Section 5.

2 Literature review

Image classification in underwater environments is one of the most challenging problems in
the area of underwater research due to complex environment conditions (e.g. darkness, water
pressure, currents, cluttered object [5] etc.). Manual methods of classification requires an
enormous amount of time and labour; hence, Artificial Neural Networks are being increas-
ingly employed to increase performance in such classification problems, at the same time
decreasing manual effort.

The earlier techniques used for fish classification were generally carried out in con-
strained environment. Technique proposed by Strachan et al. [31, 35] for fish species
classification was only successful on images captured in restrained environments. Such
techniques included classification using information about the shape and color of dead fish
samples in controlled backgrounds. Daan et al. [30] proposed another technique that utilized
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the physical features of certain species like length, height, and thickness of the fish. These
features were measured using laser light for 3D modeling of fish species. Larsen et al. [12]
also derived shape and texture features for three fish species and classification is done with
Linear discriminant analysis (LDA) under constrained condition. Fish species classification
in constrained environment requires capurting of fishes from their natural habitats and per-
forming experiments on dead fish samples in the laboratory. These processes are not only
time consuming but they also pose threat to the fish population.

To overcome these issues of constrained environment, various work have been done in
unconstrained underwater environments. Spampinato et al. [29] and Mori et al. [24] pro-
posed two classical methods for classification of fish based on their textural and physical
features in unrestrained environments. While these techniques gave a satisfactory perfor-
mance on underwater images, they work well only for fish species having rich and clearly
distinguishable textural features. Further, Tharwat et al. [33] proposed a robust biometric-
based approach for fish species classification in unconstrained environment. This biometric
based approach collects images for four fish species from different distances and with var-
ious illumination conditions. Finally, Weber’s Local Descriptor (WLD) is used for colour
and texture analysis and classification is done by Adaboost classifier.

But fish classification in unconstrained underwater environments is a tough and demand-
ing task because images and videos obtained in these unrestrained environments are
characterized with excessive turbidity, large variations in luminosity and confusion between
target and background due to a complex environment. Another challenge in underwater
image classification is inter-class similarity i.e. the resemblance in size, color and textural
features of fish species from different classes and intra-class dissimilarity which is dissim-
ilarity among the fish species of the same class. These similarities and dissimilarities are
mainly because of the various orientations in which freely moving fishes are captured.

To further improve the classification accuracies in complex unconstrained environment,
various machine learning based algorithms [17, 19] are proposed for underwater image
recognition and categorization. Rodrigues et al. [23] proposed five different schemes for the
species recognition based on combination of three feature extraction methods (SIFT, PCA
and PCA+SIFT+VLAD), three data clustering algorithms (k-means, aiNet and ARIA) and
three input classifiers (SIFT, k-means and k-NN). Results show that these schemes are less
time consuming and cheap [23].

Li et al. [13] proposed a fast neural network named as Regions with Convolutional Neu-
ral Networks (RCNN) for fish species recoginition. RCNN shows accuracy of 81.4% for
24277 fish images of 12 species. Salman et al. [25] adopted a CNN approach to exhibit
the efficacy of large datasets for classification of fish species in unrestrained environments
and achives an average classification accuracy to 90%. Qin et al. [18] also proposed deep
learning based method for feature extraction of fish images. PCA Technique is used on con-
volutional layers for feature extraction. Further, binary hashing and block wise histogram
are used for nonlinear and the feature pooling layer respectively. Finally, classification is
done using linear SVM classifier with an accuracy of 98.64%.

Jin et al. [10] proposed an algorithm that would classify fish images even with small
dataset by fine tuning the pre-trained AlexNet model. This framework employed a novel
median filter for preprocessing the images and achieves an accuracy of 85.50%. Siddiqui
et al. [27] proposed a CNN based method for fish species classification using transfer learn-
ing algorithm. ResNet-152 is used as pretrained network and classification is done using
SVM classifier with an accuracy of 94.3%. Allken et al. [1] also deployed a deep learning
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neural network to automate the fish species classification task. Images in the dataset are
captured and simulated by Deep Vision Trawl Camera System. Inception-3 network is fine-
grained for the task of training and classifiction accuracy of 94% is achieved using softmax
classification layer.

Further, the hybrid solution for fish species classification in unconstrained underwater
environment is proposed by Jalal et al. [9], which combined YOLO deep neural network
with Gaussian mixture and optical flow models. This hybrid model achieves the classifi-
cation accuracies of 91.64 % and 79.8 % on two different datasets. Dassantos et al. [2]
proposed a CNN based fish classification model which recognize the fish species along
with its family and order to improve the classification of species with similar characteristics
in Pantanal region. Fish species classification model proposed by Rauf et al. [21] also uses
deep learning framework consisting of 32 deep layers, for extracting discriminating and
valuable features from the image. Further, VGGNet architecture is employed to improve the
accuracy by adding four convolutional layers to the training of each level in the network.
Villon et al. [34] compared the performances of various CNN based model with human abil-
ity in terms of speed and accuracy for fish species classification problem. Results indicate
that CNN based methods achieved an accuracy of 94.9%, whereas identification by humans
was only 89.3% correct.

Most of above methods use large datasets for training the networks and the requirement
of large dataset in case of fish species classifications is generally fulfilled by data augmen-
tation techniques as collection of underwater fish images is a tough task due to complex
underwater environment. Data augmentation artificially introduces the realistic and unre-
alistic distortions in the present data, leading to increase in the samples present in the
dataset. This increased number of images help in better training of the model, thus, posi-
tively impacting the training and test accuracy in most of the cases. On the other hand, data
augmentation simultaneously reduces the network robustness and thus decreases its chance
for practical implementation.

Thus, the proposed model uses ground-truth database from Fish4Knowledge project for
training the model without any data augmentation to achieve robustness and suitability
for real time application. Further, the proposed model also reduces the requirement for a
large amount of training data by employing transfer learning. This paper proposed the cross
convolutional layer pooling algorithm by employing a pre-trained deep CNN for feature
extraction. Finally, the classification is done on the basis of high level features extracted by
cross convolutional layer pooling, using the softmax activation layer, which is a non-linear
version of multinomial logistic regression. The next section presents the proposed algorithm
along with detailed description of dataset, implementation environment, feature extraction
through cross convolutional layer pooling algorithm and training specifications.

3 Proposed work

In fish species classification problem, insufficient training datasets pose overfitting and
makes the model incapable of generalizing outside of the original dataset. However, the
problem of limited training data can be solved with the help of transfer learning by reducing
the requirement for a large number of sample images for training as well as decreasing the
computational power. Hence, a fine-grained classification model using cross-convolutional
layer pooling on a pre-trained CNN is presented in this paper.
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3.1 Dataset

The effectiveness of the proposed model is evaluated on the Ground-Truth dataset provided
by Fish4Knowledge (F4K) project [3]. This dataset has been obtained from underwater
video sequences acquired from the deep sea. It contains 27,370 verified images of 23 fish
species. The dataset included manually labeled fish species by following instructions from
marine biologists. The fish species along with the number of fishes in each category is
depicted in Table 1. It can be observed that dataset is highly imbalanced as the ratio between
the availablity of most frequent and least frequent species is around 1000 times. There is
significant variation in the orientation and position as well as the colors and textures of
fishes in the datasets. Figure 1 indicates the fish images for each of the species present in
the dataset. For evaluation of proposed framework, all the 23 species of dataset have been
considered. The given dataset is split into training dataset of 21,896 images and validation
dataset of 5,474 images.

The dataset contains the images of varying sizes and are being resized to 224-by-224, as it
is default input image size for ResNet-50 network. The Resizing process does not incur any
loss of information present in the images. As the data provided by Fish4Knowledge project
is acquired for research purposes only and is distributed without any testing. The image
capturing conditions were also not standardized or approved in any way. Varying conditions
persisted, captured image quality was subject to the camera quality which is clearly not
standardized in the dataset. Since the main objective of this research work is to propose a
system which would be robust enough to be implemented in real scenario. So, it is important
that images used should be as realistic as possible. But synthetically augmenting data which
doesn’t conform to any set standards or adhere to any quality criteria, would have further
degraded the data quality. The non standardized capturing conditions would have already
introduced enough variations in the images of dataset. Thus, the proposed model uses the
database without data augmentation to achieve the foremost objective of robustness and
suitability for real life application and implementation. Further, the random images from
internet (Google Images) has also been used for testing purpose, apart from the validation
dataset.

Table 1 The fish species and its samples from F4K dataset

Species Samples Species Samples

Dascyllus Recticulatus 12112 Plectroglyphidodon Dickii 2683

Chromis Chrysura 3593 Amphiprion Clarkia 4049

Chaetodon Lunulatus 2534 Hemigymnus Melapterus 42

Pomacentrus Moluccensis 181 Zebrasoma Scopas 90

Neoniphon Samara 299 Scolopsis Bilineata 49

Neoglyphidodon Nigroris 16 Lutjanus Fulvus 206

Myripristis Kuntee 450 Scaridae 56

Acanthurus Nigrofuscus 218 Chaetodon Trifascialis 190

Pempheris Vanicolensis 29 Zanclus Cornutus 21

Hemigymnus Fasciatus 241 Canthigaster Valentine 147

Siganus Fuscescens 25 Balistapus Undulates 41

Abudefduf Vaigiensis 98
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Fig. 1 Examples of 23 fish species from F4K dataset

3.2 Implementation

Absence of adequate amount of labeled data for classification leads to overfitting of the
model on the training images with good training accuracy and poor classification accuracy
on validation images. To overcome this problem of limited data, the method of transfer
learning is advantageous. In order to accomplish transfer learning in the proposed method,
ResNet 50 model [8] is used for feature extraction prior to classification. It is a 50 lay-
ered deep residual network that has been trained on huge datasets containing millions of
images of hundreds of objects provided by the huge benchmark ImageNet [4] dataset. This
enhances the ability of the network to learn specific features from a wide range of images.
The ResNet-50 model accepts images of size 224-by-224 as input and uses skip connections
to alleviate the vanishing gradient problem. Features extracted from ResNet-50 model acts
as input to the model and finally classification is done using Softmax activation layer.

3.2.1 Local feature extraction

Pre-trained CNN (i.e. AlexNet [11], VGG [28], Resnet [8] etc.) for feature extraction meets
the prerequisites for the task of image classification. Instead of training and implementing
CNN from scratch, proposed model uses Resnet-50 for feature extraction. It extracts fea-
tures by considering the available activations just before the fully connected layer of the
pre-trained model. Feature vector in machine learning model is carried by these activa-
tions which can further classify it by learning. Initial stages of implementation uses VGG16
model as feature extractor for fish images in the dataset. Owing to lower classification accu-
racy by VGG16 model, later ResNet 50 has been used for local features extraction through
cross-pooling to improve the accuracy.
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3.2.2 Cross convolutional layer pooling algorithm

The cross convolutional layer pooling method utilizes the convolutional layer activations
from higher layers of a pre-trained network as parts annotations [14, 15] and activations
from lower convolutional layer as local features. The annotations produced by the convolu-
tional layer activations are bound to be unsatisfactory as compared to the ones provided by
experts. But the annotations provided by a large number of feature maps of higher layers are
comparable and many a time even better than manually prepared parts annotation. In Cross-
layer pooling algorithm, activations are required from two successive convolutional layers
lying in same spatial dimensions for point-wise multiplication operation. Activations from
lower convolutional layer provide local features whereas activations from higher convolu-
tional layer provide parts annotation [14]. Therefore, weights from higher level activations
are used to pool features from the lower layers. Figure 2 represents the cross convolutional
layer pooling using two consecutive convolutional layers.

So, Cross-Convolutional Layer Pooling is a method for extracting image representations
from successive convolutional layers. It can extract significant details from convolutional
layers and comprises of the following two steps:

1. Extracting local features from lower convolutional layer.
2. Pooling these local features extracted in step1 by employing activations from the higher

convolutional layer as guidance.

In this manner, single pooling channel is created for each detected region. This special
type of pooling performed in two steps wherein first the activations from the two successive
layers undergo point-wise multiplication followed by summing these pooling to obtain a fea-
ture vector for each feature map. These feature vectors from different pooling channels are
then concatenated to obtain the final image representation. Finally, the image representation
extracted from cross-layer pooling is shown by (1).

P n = [P n
1 , P n

2 , .........., P n
K, P n

M(n+1)
] (1)

point-wise multiplication

Concatenation of features

extracted  from lower and

higher convolutional layers

Pn = [ P1
n, P2

n, P3
n, ....., PK

n, P n
M(n+1)]

Parts annotation from

features of  higher

convolutional layers

Local feature

extraction from

lower convolutional

layer

Fig. 2 Cross convolutional layer pooling using two consecutive convolutional layers
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here,

P n
K =

Nt∑

i=1

xn
i yn+1

i,K (2)

In (1) and (2), P n represents the cross-pooled feature of the nth convolutional layer. The
cross-pooled feature is obtained by combining the pooled feature of each pooling channel,
i.e. P n

K, K = 1, ...,Mn+1. xn
i represents the ith local feature in the nth convolutional layer.

The feature maps of the (n + 1)th convolutional layer are obtained by convolving the feature
maps of the nth convolutional layer with a m × n sized kernel. yn+1

i denotes the feature
vector of (n + 1)th layer in the Kth dimension which is used to weight local features xn

i

in the Kth pooling channel. The proposed model implies various combinations of different
layers of ResNet 50 network for feature extraction based on Hit and Trial method. Detailed
description of different layer combinations and their associated accuracies has been shown
in Table 3 in result section. Finally, Feature extraction in the proposed model has been
done by cross pooling layer 154 and layer 157 of ResNet50 pre-trained model, which are
then used for further training and classification. The classification is done by applying the
softmax activation in the final layer of the model.

3.2.3 Model training

Once the crosspooled features are extracted using the ResNet50 pre-trained model, the clas-
sifier model is then trained on these extracted features of fishes in the training dataset. The
training is conducted using Keras, which is a high-level API for building neural networks
and runs on top of Tensorflow or Theano. Before training the images are resized to 224-
by-224 as it is default input image size for ResNet-50. The parameter specifications for the
training experiments using NVIDIA Quadro K2200 GPU are as follows:-

– 21,896 training images and 5,474 validation images.
– Each run cycle comprises of 300 epochs.
– The Batch size is fixed to 32.
– Learning rate is set to 0.001.
– Tanh is used as activation function.
– Adamax is used as optimizer.

Finally, the classification is done on the basis of high level features extracted by cross
convolutional layer pooling, using the softmax activation layer. Due to the use of cross con-
volutional layer pooling for feature extraction, the proposed model is named as Crosspooled
FishNet. The proposed Crosspooled FishNet made predictions on validation data from train-
ing dataset and achieves the accuracy of 98.03%. The next section presents the results that
are achieved by training and testing of the proposed model. The obtained results have been
compared with other state of art methods and are also discussed in next section.

4 Results and comparitive analysis

Crosspooled FishNet is evaluated using different parameters as well as comparison with var-
ious state of art models. VGG-16 and ResNet-50 pre-trained networks are experimented for
the purpose of cross-pooling. Both models are trained for 100 epochs each for feature extrac-
tion. The accuracies are calculated using different combinations of activation functions,
optimizers and classifiers for VGG-16 (for layers 16 and 17) and ResNet-50 (for layers 154
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and 157) networks. The results have been depicted in Table 2 and it can be observed that
maximum accuracy of VGG-16 network is 83.34% for tanh activation function, adamax
optimizer and softmax classifier whereas Resnet-50 gives the accuracy of 98.03% for same
combination of activation function, optimizer and classifier. This is due to fact that ResNet-
50 has more number of hidden layers, thus creating deep representations at every layer and
learning more abstract features of the input. So, ResNet-50 performs better than VGG-16
and thus used in proposed model for feature extraction.

The proposed framework implies various combinations of different layers of ResNet-
50 and VGG-16 network for feature extraction based on Hit and Trial method. Table 3
shows the accuracy achieved using various combinations of layers for cross pooling of pre-
trained VGG-16 and ResNet50 networks. It can be observed that layer 15 and 17 of VGG-16
network gives an accuracy of 85.95% which is better than other combinations of layers like
layer 15-16 and layer 16-17. Similarly various combinations of layers for Resnet-50 have
also been used to improve the accuracies. Layer 154 and 157 of ResNet-50 gives an accuracy
of 98.03% for validation dataset which is best among all other combinations. Thus it can be
infered from the Table 3 that layer 154 and layer 157 of ResNet-50 is the best combination
for cross-pooling along with tanh as activation function, softmax as classifier and adamax
as optimizer.

The results of prediction for four fish species samples are shown in the Fig. 3 with their
actual name and the predicted names by Crosspooled FishNet. To check the efficiency of
proposed Crosspooled FishNet model, random fish images from World Wide Web were
downloaded. These images were given to the proposed model and Fig. 3 shows that pro-
posed model performs effectively on validation images as well as the unseen random images
(Google Images) from internet. Taking random images from the internet was only for appli-
cation purpose and evaluation of proposed model on unseen images. These images were not
used to calculate the test/validation accuracy.

Table 2 Accuracies calculated using different parameters for VGG-16 and ResNet-50 models

Models Pre-Trained Model Activation Classifier Optimizer Accuracy

Model a VGG16 tanh sigmoid rmsprop Does not converge

Model b VGG16 tanh softmax sgd 52.07 %

Model c VGG16 relu softmax rmsprop 55.82 %

Model d VGG16 tanh softmax nadam 60.67 %

Model e VGG16 tanh softmax adam 68.93 %

Model f VGG16 tanh softmax rmsprop 80.79 %

Model g VGG16 tanh softmax adadelta 82.71 %

Model h VGG16 tanh softmax adamax 83.34 %

Model i ResNet50 relu sigmoid rmsprop Does not converge

Model j ResNet50 tanh sigmoid rmsprop Does not converge

Model k ResNet50 tanh softmax sgd 86.56 %

Model l ResNet50 relu softmax rmsprop 9.8 1%

Model m ResNet50 tanh softmax adam 66.82 %

Model n ResNet50 tanh softmax adam 88.25 %

Model o ResNet50 tanh softmax rmsprop 92.58 %

Model p ResNet50 tanh softmax adadelta 94.49 %

Model q ResNet50 tanh softmax adamax 98.03%
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Table 3 Accuracies calculated
by cross pooling different layers
of VGG16 and ResNet 50 models

Model Cross-pooled layers Accuracy

VGG16 Layer 15 and layer 16 78 %

VGG16 Layer 16 and layer 17 83.34 %

VGG16 Layer 15 and layer 17 85.95 %

ResNet50 Layer 154 and layer 155 92.05 %

ResNet50 Layer 155 and layer 156 93.03 %

ResNet50 Layer 156 and layer 157 94.40 %

ResNet50 Layer 155 and layer 157 97.69 %

ResNet50 Layer 154 and layer 157 98.03 %

Performance evaluation of Crosspooled FishNet classification model on a given valida-
tion dataset is done using confusion matrix. A confusion matrix is a table, which uses a set of
test data for which the true values describe the performance of a classification model. Each
row of the matrix represents the number of species in an actual class while each column
represents the number of species in a predicted class. Confusion Matrix is a performance
measurement for machine learning classification and it depicts if the system is confusing
between the classes.

The confusion matrix also mentions the true positive (TP) cases, true negative (TN) cases,
false positive cases (FP) and false negative cases(FN) of the participating categories of
classes, which are further used to calculate important parameters such as precision and
recall. Diagonal elements in the confusion matrix of Fig. 4 represents the true positives
(model correctly predicts the positive class) and other elements except diagonal elements
represents the false positives (model incorrectly predicts the positive class). Each of the 23
classes included in the analysis of confusion matrix has 15 samples. A scale on the right
hand side of the graph shows the number of samples for each class and intensity of blue
colour increases as number of samples increases.

It can be observed from the confusion matrix of Fig. 4 that performance of Crosspooled
FishNet is quite good as maximum true positives are in dark shades of blue which inferred
that there are more samples in true positive rather than false positives. For example, it can
be observed from Fig. 4 that from 15 samples of Scaridae fish, 12 are true positive (cor-
rectly predicted) and 3 are false positive (incorrectly predicted as Dascyllus Reticulatus).
Similarly, for Neoniphon Samara all 15 samples are true positives and 0 samples are false
positive. Further, confusion matrix has been used for calculation of Kappa score, which is
expained in detail in the later part of the results section.

Results of the Crosspooled FishNet are also verified using precision and recall for dif-
ferent species of fish demonstrated through the graphs. The precision in case of classifiers
is defined as a ratio of correctly classified images to the total number of predicted images
which lies in a particular class and is given by equation 3.

Precision = T ruePositive

T ruePositives + FalsePositives
(3)

On the other hand, Recall in case of classifiers is defined as a ratio of correctly classified
images to total number of images which belongs to a particular class and is given by equa-
tion 4. The precision and recall of the participating classes have been plotted in Fig. 5. It
can be observed that Precision is higher than recall in most of the cases, indicating that false
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Prediction on Validation Images Prediction on Random Images from Internet

Fig. 3 Prediction accuracy of various fish samples both from validation and internet images
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Fig. 4 Confusion Matrix for Crosspooled FishNet

negatives are more common than false positives in the proposed model. High value of pre-
cision graph shows that high proportion of predicted positives is truly positives indicating
that the number of false positives is very low and Cross-pooled FishNet model is correctly
classifying the species. However, in some case like Neoniphon Samara and Pempheris Van-
icolensis, both the precision and recall plots have high values indicating that the classifier
is better for these two classes and it gets almost all of the images of “Neoniphon Samara
and Pempheris Vanicolensis” which are “Neoniphon Samara and Pempheris Vanicolensis”
correctly.

Recall = T ruePositive

T ruePositives + FalseNegatives
(4)

Further, the performance of proposed model is also tested on the basis of F1 score and
kappa score, which are generally used in classification problems with imbalanced datasets.
F1 score is more realistic measure of a test’s performance by providing a balance between
precision and recall. F1 score is calculated as harmonic mean of Precision and Recall val-
ues. Formula for F1-score is depicted in Equation 5. Precision, Recall and F1 scores for
23 species used in classifications are shown in Table 4. It can be observed from Table 4
that macro-averaged Precision, Recall and F1-score for proposed model are 0.92, 0.83 and
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Fig. 5 Precision and Recall of 23 species on validation dataset

0.85 respectively, which indicates that performance of model is quite good as scores are
approaching 1 i.e. maximum value for these measures.

F1 = 2 × Precision × Recall

P recision + Recall
(5)

For further evaluation, Kappa score is also calculated for proposed Crosspooled FishNet
model. Kappa score is a metric that compares an observed accuracy with an expected accu-
racy (random chances). Use of random chances with a random classifiers make kappa score
more appropriate than using the accuracy for network’s evaluation. It can be calculated with
the help of confusion matrix by using the formula shown in Equation 6. Here, observed
accuracy is ratio of correctly predicted fishes in the entire confusion matrix to the total fish
samples. Expected accuracy is the accuracy which would be achieved by any random classi-
fier based on the confusion matrix. The expected accuracy is directly related to the number
of instances of each 23 fish species, along with the number of instances where the predicted
labels agreed with true labels. Observed and Expected accuracies for Crosspooled FishNet
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model are 0.8289 and 0.0434 respectively, which gives the Kappa score as 0.8211. This
value of kappa metric is excellent score according to Landis and Koch [22] and Fleiss [6]
studies.

KappaScore = ObservedAccuracy − ExpectedAccuracy

1 − ExpectedAccuracy
(6)

Figures 6 and 7 shows loss and accuracy curves respectively for both training as well
as validation datasets for the Cross-pooled FishNet model. In Fig. 6, red line shows the
loss curve for training dataset and blue line shows the loss curve for validation/test dataset.
Both the curves are exponentially decreasing which shows the loss is decreasing as epochs
are increasing from 0 to 300. Loss curves in Fig. 6 shows training and validation loss are
decreasing to a point of stability with a minimal gap between the two final loss values, which
is characteristic of a good fit loss curve. This depicts that proposed model is performing
well.

Similarly in Fig. 7, red line shows the accuracy curve for training dataset and blue
line shows the accuracy curve for validation/test dataset. Both the curves are exponentially
increasing, which shows that the accuracy is increasing as epochs are increasing from 0 to
300. Validation accuracy in Fig. 7 is slightly lower than Training accuracy, which indicates
that model is performing effectively without under or over fitting.

To further validate the potential of Crosspooled FishNet network, it is compared
with other existing networks for fish classifications on the same dataset obtained from
Fish4knowledge in terms of accuracy. F1 and kappa scores are calculated for the evalua-
tion of the proposed Crosspooled FishNet but due to unavailability of these scores for the
state-of-the art methods, F1 and kappa scores are not included in the comparitive analysis.
The results of comparison are shown in Table 5. It can be observed that accuracy of 98.03%
is achieved by the Crosspooled FishNet, which is good as compared to existing methods.

Fig. 6 Loss curves for training and validation datasets
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Fig. 7 Accuracy curves for training and validation datasets

To make comparisons, state-of-the-art machine learning algorithms have been used as ref-
erence. Jin et al. [10] preprocess the underwater images using Median filter followed by
classification through pre-trained network and achieves an accuracy of 85.08%.

An accuracy of 87.56% is obtained by training a softmax classifier with raw pixels [18].
DeepFish-Softmax-Augemented [18] also uses softmax classifier on augmented data by
extracting only the foreground information from the underwater images. Further, princi-
pal component analysis (PCA) technique is used between two convolutional layers, which
is followed by block-wise histograms in the feature pooling layer and binary hashing in
the non-linear layer to achieve an accuracy of 92.55%. Rathi et al. [20] pre-processed the
fish images using Gaussian Blurring, Morphological Operations, Otsu’s Thresholding and
Pyramid Mean Shifting to further feed them to a Convolutional Neural Network for classi-
fication. An accuracy of 96.29% is achieved. Alex-FT-Soft [32] uses AlexNet for transfer
learning and softmax for fish species classification achieving an accuracy of 96.61%.

Crosspooled FishNet is also compared with some of the latest fish species classification
networks [2, 9, 17, 19, 21, 34] and it has been observed that the proposed Crosspooled
FishNet framework performs better in terms of accuracy. However, the use of different
datasets by these latest fish species classification networks make this comparison invalid to
incorporate in the present work.

Table 5 Comparative analysis of
Crosspooled FishNet with other
state-of-the-art methods

Model Accuracy (%)

Jin et al. [10] 85.05

Raw–Pixel Softmax [18] 87.56

DeepFish–Softmax-Augmentation [18] 92.55

Rathi et. al. [20] 96.29

Alex-FT-Soft [32] 96.61

Crosspooled FishNet (Proposed) 98.03
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An accuracy of 98.03% achieved from Crosspooled FishNet outperform the state-
of-the-art methods. It also demonstrates that fine-tuning a exsisting neural network is
computationally less complex as there is no requirement of training the network from
scratch, which is tedious and time consuming task. Such networks are also easier to
train using relatively little labelled data i.e. only 27,370 images for Crosspooled FishNet
instead of millions of images required for training a new model from scratch. So, transfer
learned Crosspooled FishNet network is effective and accurate solution to fish classification
problem in real time.

5 Conclusion

Due to global environmental changes, there is rapid pace in underwater explorations includ-
ing the fish species classification and their census and surveys. To achieve this goal,
automated fish species classification models are required. Proposed Crosspooled FishNet
framework is a step forward for this problem with practical approach. The proposed model
is automated as it uses deep neural networks and moreover it works on the limited data
available for fish without compromising the test accuracy. The technique of cross-
convolutional layer pooling derives discriminative features from layer154 and layer157
of ResNet-50 improves the performance of Crosspooled FishNet model. Result analysis
through various evaluation parameters on image dataset of 27,370 fish images indicates
that proposed model achieves an accuracy of 98.03% with high precision value as 0.92, F1
score as 0.85 and Kappa score as 0.82. Further, comparison with the state-of-the-art meth-
ods indicate that Crosspooled FishNet model is more accurate for fish species classification
in complex underwater environment. The proposed framework can be used for monitoring
fish biodiversity as well as for exploratory applications such as fisheries, for assessing the
stock and species richness, examining the population distribution and status of the aquatic
ecosystem. Proposed model can also be easily extended to other detection and classification
applications.
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