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Abstract
The real-time detection of a panic behavior in a human crowd is of a high interest as it helps
alleviating crowd disasters and ensures that timely appropriate action will be taken. How-
ever, the fast analysis of video sequences to detect abnormal behaviours is one of the most
challenging tasks for computer vision experts. While many research works propose off-line
solutions, few studies investigate the real-time analysis of crowded scenes. This may be due
to the fact that detecting a panic behaviour is closely related to the analysis of the crowd
dynamics, which commonly necessitates heavy computations. In order to alleviate this prob-
lem, we propose a real-time panic detection technique that analyzes the crowd movements
based on a simple and efficient solution. The key idea of the proposed approach consists of
analyzing the interactions between moving edges along the video in the frequency domain.
Our contribution is threefold. First, moving edges are considered for analysis along the
video. Second, when a panic situation occurs within a human crowd, it leads to interactions
between people that are different from those that occur during a normal situation. There-
fore, to reveal such a behavior, a new frequency based-feature is proposed. To select the
most appropriate frequency domain, the fast fourier transform, the discrete cosine transform
and the discrete wavelet transform are investigated. Third, two different formulations of the
problem of detecting a panic are explored. The experimental evaluation of the proposed
technique shows its outperforming compared to the state-of-the-art approaches in terms of
detection rates and execution time.
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1 Introduction

The study of crowd scenes is becoming a field of considerable interest to researchers, mainly
due to the rising number of popular events and public places that facilitate the mass gath-
ering of people. Such occasions and spaces include markets, subways, religious festivals,
sporting events and public demonstrations [32, 43]. Often, a crowd may induce a disas-
trous event due to fight, congestion, mass panic or various other reasons [18]. Many crowd
disasters occurred recently [1, 6, 14].

In an attempt to prevent such deadly disasters from occurring, most public areas
including holy places, campuses, residential areas and airports are now equipped with
closed-circuit television (CCTV) surveillance cameras. The incoming video can be automat-
ically analysed to facilitate the early detection of a possible abnormal event. The automatic
detection of panic behaviours is the interest of the present study. Panic manifests as a sudden
change in the crowd dynamics. It appears in the video feed as an atypical behaviour: moving
in different directions, speed increase, collective running, grouping in one region and so on.

Many research projects have been conducted to automatically detect panic behaviours [7,
12, 13, 15, 21, 22, 24, 26, 29, 31, 34, 35, 40–42]. Despite their good detection performances,
the majority of them propose off-line solutions. Although they are useful in many situations
such as police investigation, it is important to detect a panic situation as soon as it occurs
using a real-time detection approach.

To the best of our knowledge, few real-time techniques are proposed in the literature [13,
15, 22, 24, 26, 31, 34, 35, 42]. The common scheme of the panic detection approaches is
mainly composed of three steps. First, the motion field is estimated since motion is a crucial
characteristic of the crowd dynamics. Second, a feature that characterizes the crowd behav-
ior is extracted. It is based on the way a panic behavior is defined. Third, panic is detected
as a deviation of the values, taken by the selected feature, from those obtained during a
non panic situation. For instance, in [35], a panic is identified by the presence of atypical
motion patterns in the scene. Motion patterns of a non panic situation are learned thanks to
the computation of motion representative subspaces on videos of normal behaviors. During
the testing phase, the motion field of the considered video is estimated. Then, an approxi-
mation using the representative subspaces determined through the training stage is carried
out. If the error between the estimated motion and its approximation exceeds a threshold
adjusted by the user, then the presence of an abnormal behavior is concluded. However, the
performances of this technique depend on the amount of trained data and the diversity of the
human behavior in crowded scenes makes it difficult the enumeration of all possible normal
behaviors.

More recently, a real-time detection technique based on texture modelling is proposed
in [34]. It associates the occurrence of a panic behavior to a temporal change of the tex-
ture. According to the authors [34], this technique achieves an execution time of 18 ms per
image. However, its performances may degrade when the spatial-temporal texture patterns
are highly heterogeneous during a non-panic situation.

Detecting grouping and running behaviors are the main interest of the work described
in [42]. First, the motion is estimated using an optical flow (OF) estimation approach. This
estimation is carried out only on the Harris corners in order to alleviate the computations.
Second, two parameters are chosen as features to characterize the two behaviors. The first
parameter is a crowd distribution index that reflects the gathering level of people in a local
area. The second parameter is the velocity. The combination of the two parameters forms
the kinetic energy of the crowd. Running or gathering behaviors are detected if the energy
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or the crowd distribution index are greater than a threshold. This technique achieves a near
real time execution of 20 images per second.

In [24], panic is defined as an unexpected change in the spatial occupancy of moving
objects. An abnormal event is recognized when a high temporal variation of the space occu-
pancy occurs during a given time interval. However, the space occupancy is computed in
terms of number of pixels. Thus, it does not take into consideration the way by which the
space is occupied along the video. In other terms, the space can be occupied by approxi-
mately the same number of moving pixels, but not with the same spatial distribution. The
spatial positions of moving blobs are more likely to change during a panic situation as a
consequence of the reaction of pedestrians when a dangerous event occurs.

By examining the reported real time techniques, two main limitations can be pointed out.
First, although the motion information is important in characterizing the crowd dynamics,
the OF estimation yields heavy computations. Also, tracking moving objects or restricting
the motion estimation to some points of interest may fail in the presence of occlusions or
a highly dense crowd. To alleviate this problem, we suggest to detect moving pixels by
computing the absolute differences between pairs of successive images. Contrary to what
one might expect, this step does not affect the robustness of the whole proposed system, to
noise, occlusions and illumination variations as demonstrated later in Section 4.

The second limitation is that considering a panic as a temporal change in the texture
may limit the performances of the system when the scene is highly textured. In the same
way, defining a panic as a temporal change in the number of moving pixels within the
crowded area may degrade the detection accuracy when people cannot move outside the
area in presence of panic. As a solution, and motivated by the fact that the occurrence of a
panic situation changes the way people behave with respect to each other, panic is viewed,
in the present study, as a sudden change in the interactions between people. The same defi-
nition of panic has been considered recently in [29] and led to high detection performances
in crowded scenes of any density level. However, the approach described in [29] cannot be
investigated for real-time detection due to the computational complexity of the OF applied
to all pixels of each image. In the present work, we restrict the analysis of the interactions
between moving objects to the interactions between moving edges. Thus, the problem of
analysing the spatial interactions between pedestrians is formulated as the problem of ana-
lyzing how the spatial distribution of moving edges varies in time. A sudden and remarkable
temporal variation is associated to the occurrence of a panic situation. Our rationale is to
conduct the analysis of the spatial distribution of moving edges, in the frequency domain.
This is motivated by the fact that the spatial distribution of edges is easily perceived in the
frequency domain by coefficients of high values. Furthermore, the transformation into the
frequency domain allows to get a sparse representation of the spatial discontinuities. Any
transformation to the frequency domain could be applied. The fast fourier transform (FFT),
the discrete cosine transform (DCT) and the discrete wavelet transform (DWT) are explored
in the present work.

To analyze the crowd behavior, a new feature is proposed based on the coefficients
obtained through the transformation. A sudden increase in the value of the feature reveals
the presence of a panic. In order to temporally locate the panic behavior, the values taken
by the proposed feature are classified into two subsets: the first one is related to the normal
instances of the video while the second one corresponds to the panic instances. We perform
this classification using two different techniques as detailed in Section 3. An experimental
comparison between both is presented in Section 4.
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Three main contributions are proposed in this work:

1. The first contribution aims to alleviate the heavy computations resulting from applying
a motion estimation technique, by considering the absolute differences between pairs
of successive images of the video. This solution allows a fast analysis reaching 406
frames per second (fps) as shown in Table 4.

2. Considering a panic situation as a sudden change in the interactions between people,
our second contribution consists of associating the spatial distribution of moving edges
to people interactions. Thus, the problem of analyzing people interactions is formulated
as the problem of analyzing the temporal variation of moving edges distribution.

3. As a third contribution, we propose a new feature that characterizes the interactions
between pedestrians. Our rationale is to sparsely represent moving edges in the fre-
quency domain where they are expressed by coefficients of high values. When panic
starts, the spatial distribution of moving edges suddenly changes implying a remark-
able change in the values of the coefficients. Hence, the feature we propose is the sum
of the coefficient absolute values at each instant.

The rest of the paper is organized as the following. The datasets used in this study are
described in Section 2. Then, the proposed system is detailed in Section 3 and experimen-
tally evaluated in Section 4. Next, the results are discussed in Section 5. Finally, some
conclusions are drawn in Section 6.

2 Datasets

A variety of datasets are used in order to deal with various scenes. As depicted in Table 1,
videos including artificial and real behaviors with different density levels, and different
image sizes are analyzed.

A brief overview of each data set is given in what follows.

University ofMinnesota (UMN) dataset It is a public dataset produced by the University of
Minnesota, USA [23]. It is composed of 11 video sequences representing escape events, and
captured in various contexts: Lawn, Indoor and Plaza. People in these videos walk around
normally until an abnormal event occurs which makes them run away. A ground truth (GT)
of this dataset is available in [12].

Motion Estimation Dataset (MED) is a public dataset that includes 11 videos of panic
behaviors [25]. Typical scenarios are: putting down a suspicious backpack, earthquake,
hoodlum attack and sniper attack. The GT of this dataset is annotated and made publicly
available by authors of the work [25].

Table 1 Characteristics of the datasets

Name Scene Behavior Number of frames Frame size Frame rate Density level

MED Real Artificial 45000 480 × 854 30 Medium/High

UMN Real Artificial 7739 320 × 240 30 Low

PETS 2009 Real Artificial 1944 768 × 576 7 Low

Festival crowd Real Real 713 640 × 360 25 High

Bull running festival Real Real 596 640 × 360 25 High
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Performance Evaluation of Tracking and Surveillance 2009 (PETS2009) dataset is
recorded at University of Reading, UK [9]. It includes many scenarios, where each scenario
is captured from four different views. Two scenarios are analyzed in the present study. In
the first scenario of 107 images, people start walking from the left side until an abnormal
event occurs which makes them run away. The second scenario is composed of 378 images.
People in this scenario start gathering to the middle until an abnormal event occurs which
makes them run away in different directions. The videos of this dataset are challenging as
they contain frequent illumination variations.

Festival crowd [38] This video is a real scene of high people density. It records a festival
event and shows people who are initially gathered until an abnormal event occurs. This
video is challenging as it includes frequent people interactions, obstacles and occlusions.

Bull-running festival [37] This video records a bull-running festival in Spain. In the begin-
ning, it shows people walking, then they start freeing space for the coming bulls. After that,
some of the bulls enter in the scene which causes people running. Critical occlusions appear
in this video.

3 Method

The proposed approach is composed of four main stages as shown by the block-diagram
of Fig. 1. Given the streaming video transmitted by the CCTV camera, the K images of
the video are transformed into a grayscaling level. The first step of the proposed method
consists of computing the absolute differences {D(k)}k between pairs of successive images
I (k) and I (k+1) (∀k = 1, . . . , K − 1). This phase allows to locate the moving edges at
each instant. Second, the resulting maps {D(k)}k are transformed in a frequency domain.
The obtained coefficients of high absolute values in the frequency domain correspond to
the spatial discontinuities within the map D(k). These coefficients allow to reveal the way
the moving edges are distributed within a local area. In the same way, local homogeneous
regions, such as non moving areas, are represented by coefficients of low absolute values.
The absolute values of the coefficients of D(k) are summed, giving rise to S(k). Third, the
variation of S(k) along time (∀k = 1, . . . , K − 1) allows to identify whether a remarkable
increase, which may be associated to a panic situation, exists. To detect a panic behavior
within the set {S(k)}k , two alternatives are explored in this study: a clustering based approach
and a statistical based approach. Finally, the detection performances are refined by removing
false alarms through a postprocessing phase.

3.1 Absolute image differences computation

This step aims to detect moving edges of the objects present in the video by a mini-
mum number of computations. Hence, the absolute difference D(k) between two successive
images I (k) and I (k+1) of the video is carried out as:

D(k) = |I (k+1) − I (k)|, ∀k = 1, . . . , K − 1 (1)

where K is the number of images in the video. The resulting matrices {D(k)}k=1,...,K−1
locate the moving edges between successive instants. Furthermore, they reveal the spatial
distribution of the moving pixels at each instant. This distribution undergoes variations in
a certain range during a non panic situation. When a panic occurs, it largely varies due to
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Fig. 1 Block-diagram of the proposed approach

a sudden and a remarkable change in people behavior. An illustration is given in Fig. 2
where the first column depicts an image extracted during a non panic situation along with
the corresponding map D(k). The second column shows an image extracted during a panic
situation and its related map D(k). The bright pixels in D(k) indicate a high intensity differ-
ences between the successive images. It is well noticeable that small variations exist during
a non panic situation; whereas in a panic situation, the number of moving pixels increases,
and the absolute pixel intensity differences between successive images are higher(shown
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Fig. 2 Distributions of moving pixels during a non panic b a panic situation

by bright pixels in D(k)) as a consequence of a faster change in the characteristics of the
pedestrian movements during panic.

In order to detect this remarkable spatial-temporal change, we resort to the analysis of the
distribution of moving edges in the frequency domain as explained in the next paragraph.

3.2 Proposed frequency-based feature for the characterization of the crowd
dynamics

The aim of this step is to analyze the behavior of the pedestrians at each instant through
analyzing the spatial distribution of the corresponding moving edges. For this, the trans-
formation of D(k),∀k = 1, . . . , K − 1 in a frequency domain is retained for its efficiency
to locate discontinuities in one hand, and the sparse representation it offers on the other
hand. The FFT [3], the DCT [2] and the DWT [19] are explored in the present work.
The transformation TFd

(D(k)) of D(k), ∀k = 1, . . . , K − 1 in a frequency domain Fd ∈
{FFT, DCT, DWT } yields a set of coefficients {c(k)} stored in a matrix C(k). The spatial
discontinuities in D(k) are transformed into high-magnitude coefficients in the frequency
domain, which represent a minority among the whole set {c(k)}. On the contrary, a majority
of low-magnitude coefficients correspond to the local spatial homogeneities as illustrated
by the histograms of Fig. 3. Furthermore, the differences in people interactions between the
non panic and the panic situation are well highlighted. For instance, in this excerpt, with the
same pedestrians present in both situations, the magnitude’s range of the set of coefficients
{c(k)} is larger during a panic than in case of normal behaviors. In addition, the number of
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Fig. 3 Distribution of the coefficient’magnitudes during a non-panic (first column) and a panic (second
column) situation, using FFT (second row), DCT (third row) and DWT (fourth row)
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high-magnitude coefficients during a panic situation is greater than their number during a
non panic situation. It is to be noted that the same behavior is observed regardless the chosen
frequency domain.

These observations motivated us to propose a new feature S(k) defined for each D(k) by :

S(k) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∑

(r,s)∈C(k)

|c(k)(r, s)|, if Fd ∈ {FFT, DCT }
J∑

j=1

O∑

o=1

∑

(r,s)∈c
(k)
(j,o)

|c(k)
(j,o)(r, s)|, if Fd = DWT .

(2)

where J is the number of wavelet decomposition levels, O is the number of orientations
at each level and c

(k)
(j,o) is the wavelet subband at the resolution level j = 1, . . . , J and the

orientation o = 1, . . . ,O. For a dyadic wavelet, O = 3 and c
(k)
(j,1) denotes the horizontal

subband (o = 1) at the resolution level j , c
(k)
(j,2) denotes the vertical subband (o = 2) and

c
(k)
(j,3) is the diagonal subband (o = 3). As explained later in this paper (Section 4), several
dyadic wavelet transforms are experimented with different decomposition levels ranging
from J = 1 to J = 3. It is found that a 1-level decomposition (J = 1) yields the best
detection performances.

The feature S(k) allows to quantify the discontinuities between moving pixels at each
instant. Furthermore, it facilitates the distinction between a non panic and a panic behavior.

The examination of the temporal variation of S(k) reveals a sudden change in its values
when a panic occurs. An illustration of this behavior is depicted in Fig. 4 where the temporal
variation of S(k) along the video 9 of the UMN dataset is displayed.

As can be noticed, the values of S(k) vary within the same range until the 551st image
where a remarkable jump occurs due to the occurrence of a panic behavior, and lasts for
about 120 images. Then, the curve drops when people leave the scene. Another jump is
also noticed within the images 301 and 302, when the DWT is applied. However, this peak
does not correspond to a panic given its very short duration and is automatically eliminated
according to the processing described in Section 3.4.

The next step consists of automatically detecting the high values of S(k) as they reveal
the presence of a panic situation.

3.3 Panic detection

Two relevant and distinguishable behaviors are present in a video containing a panic sit-
uation : non panic and panic related behaviors. They are reflected by the presence of two

Fig. 4 Temporal variation of the proposed feature along the video 9 of the UMN dataset by using a FFT. b
DCT. c DWT
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Fig. 5 Detection using MCD before and after postprocessing

classes of values in the set S = {S(k)}k respectively : low and high values. In this study,
we propose to formulate the problem of detecting the high values by using two different
formulations. The first one considers classifying the set S into 2 classes using a clustering
technique [16]. The second formulation, proposed in [29], considers the high values as atyp-
ical observations that statistically deviate from the distribution followed by the low values.
Besides, without loss of generality, the high values are assumed to be a minority within the
set S and hence are considered as outliers, detected thanks to the use of a statistical test for
outlier detection [27]. We investigate the two formulations and we compare them in terms
of detection performances and execution time.

3.3.1 Clustering based detection

The objective of this step is to differentiate between the data observations in S that corre-
spond to a panic behavior, from those related to a normal behavior, by using a clustering
technique. The idea is to build clusters of data by grouping in each cluster the data points
that are as close as possible to each other with respect to a given distance, in one hand. On
the other hand, the distance between clusters is required to be as large as possible. To detect
the values of S that correspond to a panic, two clusters have to be identified. The first clus-
ter Snp corresponds to the values obtained during a non-panic situation; while the second
cluster Sp includes high values that are related to a panic situation.

Several clustering techniques are proposed in the literature [10, 11, 20, 28]. The
comparison of their performances in detecting panic is conducted in Section 4.

3.3.2 Statistical detection

The aim is to partition S into two homogeneous subsets: a subset Snp of the majority of
observations related to a non panic situation and another subset Sp containing a minority of
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observations of remarkably higher values that are related to a panic situation. Motivated by
the characteristics of each subset and the differences between them, we emphasize the pos-
sibility of identifying them through a hypothesis testing. More precisely, the observations
in Sp are considered to be deviating from the statistical distribution followed by the ones in
Snp. Their detection can therefore be performed following two phases. The first phase aims
to estimate the mean and variance of Snp by analyzing S robustly to the presence of the other
category of observations (those being part of Sp). To this aim, the Minimum Covariance
Determinant (MCD) estimator is retained for its efficiency and relatively low computational
complexity [27]. The second phase aims to deduce the set Sp, given the estimated parameters
of the distribution of Snp.

1. Parameters estimation: The key idea of MCD to estimate the mean and the variance of
S robustly to the presence of the observations of Sp , is to look for the most concentrated
subset in S of size h = (1 − α)(K − 1) among h-subsets, given a confidence level
0 < α < 1. Hence, the observations si ∈ S are firstly ordered in an increasing order.
Then, contiguous h-subsets Hi are built as Hi = {s(i), . . . , s(i+h−1)}. For each subset,
the mean and the variance are computed. Then, the most concentrated subset is the one
whose variance σ 2

c is the minimum among the variances of all the subsets Hi . Its mean
is denoted by μc.

2. Detection of panic related observations: As outlined before, panic related observations
have distinguishable values compared to the non panic related ones, and hence are
considered as outliers. An observation si of S is considered as an outlier if its distance
d(si, μc, σc) from the mean μc relatively to σc exceeds a tabulated threshold T derived
with respect to a confidence level α. This distance is defined by:

d(si, μc, σc) = |si − μc|
σc

,∀i ∈ 1, . . . , K − 1. (3)

Hence, the two subsets Snp and Sp of S related respectively to non panic and panic
situations are deduced by:

Snp = {si ∈ S; d(si, μc, σc) < T },
Sp = {si ∈ S; d(si, μc, σc) ≥ T }. (4)

The MCD source code is part of the LIBRA package which is available at https://wis.
kuleuven.be/stat/robust/LIBRA/LIBRA-home.

Figure 5 shows the detection result of the statistical test for outlier detection, when
applied to the set S of Fig. 4c. As expected, the images 301 and 302 are considered as being
part of the panic images. Other than these images, the panic event is detected earlier by just
one image. To improve the detection performances, we propose a postprocessing step that
aims to reduce the false detections.

3.4 Postprocessing

The proposed detection technique yields some false detections that should be reduced. To
this aim and without loss of generality, the following assumptions are stated:

– A panic behavior cannot happen over less than one second.
– A panic behavior occurs once within a processed video.

The first assumption means that if N successive images are detected as containing a panic
behavior and that N is less than the number N∗ of images per second (equivalently, the
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sampling rate of the video), then, those images are considered as false detections and are
discarded from the set of detections. According to the second assumption, it is then possible
to identify the sequential number of the image when panic starts. It is the one whose all
subsequent images were also identified as anomalous. As depicted in Fig. 5, the result of
applying this processing shows the effective elimination of the false detections that are
located separately to the sequence of panic images.

4 Results

To evaluate the performances of the proposed technique, four rounds of tests are conducted.
The aim of the first round is to select the wavelet parameters that yield the best perfor-
mances. In the second round, we seek to retain the panic detection method that yields the
most accurate results. For this, common clustering techniques as well as the MCD test
are confronted. The selection of the most suitable frequency domain is carried out in the
third round. Finally, after retaining the appropriate parameters of the system, the detection
performances are evaluated with respect to some highly-accurate offline techniques of the
literature, and some real-time techniques.
In order to quantify the performances of the tested techniques, the correct detection rate Pc

(which is the same as the accuracy), the false detection rate Pf , the precision and the recall
are computed. They are respectively defined in terms of true positives (TP), true negatives
(TN), false positives (FP) and false negatives (FN) by:

Pc = T P + T N

K
, Pf = FP + FN

K
(5)

Recall = T P

T P + FN
, P recision = T P

T P + FP
(6)

The proposed technique is also evaluated in terms of execution time (in number of frames
per second (fps)) when it runs on a PC with a 64 bit Core(TM) i7 2.80 GHz CPU, 16 GB
RAM and Windows 10. MATLAB 2017 and the WAVELAB library [33] are used for the
implementation.

4.1 Wavelet parameters

In this category of tests, we aim to select the most suitable wavelet function and the optimal
number of decomposition levels.

Selection of thewavelet function Several wavelet functions exist in the literature [5, 8, 17,
36, 39] and [30]. The performances of the proposed approach are evaluated with respect to
some wavelets in order to retain the most suitable one: Haar [36], Beylkin [4], Vaidyanathan
[39], Coiflet [8] order 1, Daubechies [17] order 20, Symmlet [5] order 10 and Battle [30]
order 5. Figure 6 shows the detection rates when the MCD method is applied. Each result
represented in a curve reflects the Pf value (along the x-axis) and the Pc value (along the
y-axis) of a specific video in the UMN dataset. The performances are almost the same for
all the wavelets except for video 3, where they are degraded when using the Symmlet, the
Beylkin and the Battle wavelets. According to these results, the Coiflet wavelet yields the
best performances and it is retained for the remaining tests.
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Fig. 6 Detection performances using different wavelet functions and the MCD test

Selection of the number of resolution levels Tests are conducted in order to decide about
the optimal number of resolution levels that ensures high detection performances. 1-level,
2-level and 3-level wavelet decompositions are investigated on all the videos of the UMN
dataset. The temporal variations of S(k) along the video 9 of the UMN dataset, when J = 1,
J = 2 and J = 3 are respectively illustrated in Fig. 7a, b and c. The panic starting at the
551st image according to the ground truth (GT) is visible when J = 1 and J = 3 and two
classes of values can be clearly identified in the set S , unlike the one obtained when J = 2.

By applying the same test to all the videos, the detection rates depicted in Fig. 8 show that
a 1-level decomposition and a 3-level decomposition yield close performances. Therefore,

Fig. 7 Temporal variation of the proposed feature according to the number of resolution levels a J = 1 b
J = 2 c J = 3. Application to video 9 of the UMN dataset
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Fig. 8 Comparison of the detection performances when J = 1, J = 2 and J = 3. Application to all the
videos of the UMN dataset

a 1-level wavelet decomposition is retained as it requires less computations compared to the
3-level decomposition.

4.2 Selection of the detection technique

In order to select the most appropriate detection technique, different clustering methods
such as k-means [11], the Partitioning Around Medoids (PAM) method [16] and skinny-dip
[20] are investigated and compared to the MCD statistical test for outlier detection [27].
Furthermore, different values of the confidence level α (0.01, 0.05, 0.1) are considered to
evaluate the performances of the system when the MCD test is used. Figure 9 as well as
Table 2 show that the performances of the MCD test with α = 0.01 outperforms the other
methods with an average detection rate of 0.98.

4.3 Comparison between the frequency domains

Using the retained parameters of the system, namely the MCD test with α = 0.01, this
round of tests aims to select the most appropriate frequency domain in terms of detection
performances and execution time. Therefore, FFT, DCT and the DWT using the coiflet
wavelet function with one level of decomposition, are explored.

Regarding the execution time, Table 3 shows that the FFT transform yields the fastest
execution, followed by the DCT transform and then the DWT. However, for all the data
sets, the detection rates obtained using each of the three frequency domains are very close,
except for the PETS2009 and MED datasets where the DWT outperforms DCT and FFT.
The execution time indicates that the technique operates in real-time although the image
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Fig. 9 Comparison between the detection performances obtained with PAM, skinny-dip, k-mean clustering
algorithms and the MCD test. Application to all the videos of the UMN dataset

dimensions of the video are larger than in the other data sets. It is worth pointing out that the
use of the DWT requires that the dimensions of the images be of the form 2n where n ∈ N

∗.
That is, if this condition is not satisfied, the images are zero-padded. This explains in part
the less fast computation of the technique when the DWT is used compared to the use of
DCT and FFT.

4.4 Performances evaluation compared to the state-of-the-art techniques

The performances evaluation of the proposed system compared to the state-of-the-art tech-
niques is carried out in two stages. As it is important to maintain a high detection accuracy

Table 2 Comparison between MCD, PAM, k-means and skinny-dip methods based on DWT. Application to
the UMN dataset

Pc Pf Precision Recall

MCD,α = 0.1 0.9779 0.0220 0.9552 0.9390

MCD,α = 0.05 0.9793 0.0206 0.9671 0.9267

MCD,α = 0.01 0.9824 0.0175 0.9804 0.9260

PAM 0.8079 0.1920 0.7292 0.9503

k-means 0.9558 0.0441 0.9099 0.9695

Skinny-dip 0.9326 0.0673 0.9696 0.7835

The values in bold are the best values found compared to the other techniques mentioned in this table
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Table 3 Panic detection results based on DWT, DCT and FFT using MCD

Dataset Transformation Pc Pf Precision Recall Execution time(fps)

MED DWT 0.9447 0.0552 0.9906 0.7977 7

DCT 0.9383 0.0616 0.9912 0.7627 24

FFT 0.9379 0.0620 0.9912 0.7591 57

UMN DWT 0.9824 0.01754 0.9804 0.9260 31

DCT 0.9864 0.0135 0.9743 0.9671 250

FFT 0.9864 0.0135 0.9743 0.9671 358

PETS 2009 DWT 0.8766 0.1234 0.9744 0.7977 8

DCT 0.8114 0.1886 0.9786 0.7202 24

FFT 0.8114 0.1886 0.9786 0.7202 64

Bull running DWT 0.9530 0.047 1 0.9381 5

DCT 0.9530 0.047 1 0.9381 55

FFT 0.9530 0.047 1 0.9381 128

Festival crowd DWT 0.9369 0.0631 0.9365 1 7

DCT 0.9453 0.0547 0.9445 1 45

FFT 0.9453 0.0547 0.9445 1 124

The values in bold are the best values found compared to the other techniques mentioned in this table

Table 4 Performances comparison between our approach and offline approach in [12] and [29] using the
UMN dataset

Dataset Off-line techniques Real-time technique

UMN [12] [29] Proposed technique

Video K Pf Pc Pf Pc Pf Pc Execution time (fps)

1 625 0.01 0.99 0.01 0.99 0.01 0.99 322

2 828 0 1 0.01 0.99 0.01 0.99 345

3 549 0.03 0.97 0.02 0.98 0.03 0.97 315

4 685 0.03 0.97 0.01 0.99 0.02 0.98 318

5 768 0.03 0.97 0 1 0.01 0.99 406

6 579 0.03 0.97 0.01 0.99 0.01 0.99 366

7 895 0.02 0.98 0.01 0.99 0.01 0.99 401

8 667 0.03 0.97 0.02 0.98 0.02 0.98 368

9 658 0 1 0 1 0.01 0.98 355

10 677 0.01 0.99 0.01 0.99 0.01 0.99 363

11 808 0.01 0.99 0.01 0.99 0.01 0.99 377

Average 0.017 0.982 0.01 0.99 0.013 0.986 358

The values in bold are the best values found compared to the other techniques mentioned in this table
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Table 5 Performances comparison between our approach and offline approach. Application to the PETS2009
dataset

[7] [40] [21] [41] Proposed technique

First scenario view 1 0.37 0.56 0.63 0.92 0.75

view 2 0.37 0.83 0.70 0.83 0.87

view 3 0.37 0.81 0.52 0.89 0.75

view 4 0.37 0.52 0.48 0.90 0.75

Average accuracy 0.37 0.68 0.58 0.88 0.78

Second scenario view 1 0.94 0.94 0.91 0.96 0.99

view 2 0.63 0.92 0.89 0.94 0.99

view 3 0.95 0.94 0.94 0.95 0.99

view 4 0.96 0.89 0.64 0.91 0.92

Average accuracy 0.87 0.92 0.84 0.94 0.98

The values in bold are the best values found compared to the other techniques mentioned in this table

while operating in real-time, the objective of the first stage is to compare the accuracy of
the system with some offline techniques [7, 12, 21, 29, 40, 41].

In the second stage, comparisons with real-time techniques [13, 22, 24, 26, 31, 34, 35,
42] are performed in terms of accuracy and execution time.

Table 4 shows that in average, the proposed technique outperforms the technique in [12]
and is slightly less accurate than the technique in [29] when tests are performed on the
UMN dataset, with an average accuracy of 0.986 against 0.99. These results are considered
as excellent since the proposed system operates in real-time with an average computational
speed of 358 fps.

In the same way, Table 5 depicts the performances obtained on PETS2009 dataset. In
average, the proposed technique performs better than [7, 40] and [21] for both scenarios,
outperforms the technique [41] for the second scenario and is slightly less accurate than
[41] for the first scenario.

Besides, Table 6 shows that the technique we propose outperforms the technique in [25]
when the MED dataset is experimented, and for any of the frequency transforms.

Real videos are also tested and the performances are depicted in Table 7 in comparison to
the technique of [29]. Good performances are obtained by the proposed system even though
they are less accurate than those of [29].
In the second stage, the performances of the proposed system are tested on the UMN data
set and compared to related real-time techniques. The results are reported in Table 8 and
show the outperforming of the proposed system in terms of both accuracy and execution
time, for the three frequency domains.

Table 6 Detection performances
on the MED dataset. Comparison
between the proposed approach
and [25]

Research work Accuracy

[25] 0.7482

Proposed (MCD,DWT) 0.9447

Proposed (MCD,DCT) 0.9383

Proposed (MCD,FFT) 0.9379
The value in bold is the best value
found compared to the other
techniques mentioned in the table
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Table 7 Performances comparison between our approach and offline approach [29]

Dataset [29] Proposed technique

Pf Pc Pf Pc

Bull running 0.0008 0.992 0.047 0.953

Festival crowd 0.013 0.978 0.0547 0.9453

The value in bold is the best value found compared to the other techniques mentioned in the table

5 Discussion

The present study describes a new real-time approach for the detection of panic behaviors
in crowded scenes. Three main contributions are proposed for which, efficiency, accuracy
and high speed are experimentally proved. The first contribution aims to alleviate the heavy
computations resulting from applying a motion estimation technique, by considering the
differences between successive images of the video. This solution allows to locate moving
edges with a fast execution. Furthermore, panic is defined as a sudden change in the interac-
tions between people. This is reflected by a change in the spatial distribution of the moving
edges in addition to the increase of the number of moving pixels as a consequence of the
fast behavior’s change of people. In order to characterize the distribution of moving pixels
during a panic and a normal situation, our second contribution consists of representing the
moving edges in a frequency domain, allowing a sparse representation of the spatial discon-
tinuities. The FFT, the DCT and the DWT are explored in the present study. Tests conducted
on several challenging videos, with different density levels of pedestrians, show the high
performances and the high speed of the proposed system as depicted in Tables 3, 4, 5, 6, 7
and 8. The experimental comparison between the three frequency domains in terms of per-
formances show that they perform well and that the detection rates are close. In terms of
execution time, the FFT based system yields the highest execution speed, followed by the
DCT, then the DWT.

Table 8 Comparison in terms of accuracy and execution time between the reported real-time detection
techniques and the proposed technique. Application to UMN dataset

Real-time techniques Execution time (fps) Accuracy

[31] 9 0.89

[42] 20 Not mentioned

[35] 20 Not mentioned

[26] Not mentioned 0.85

[24] 20 0.95

[34] 30 0.85

[13] 5 Not mentioned

[22] 25 0.98

Proposed (MCD,DWT) 31 0.98

Proposed (MCD,DCT) 250 0.99

Proposed (MCD,FFT) 358 0.99

The value in bold is the best value found compared to the other techniques mentioned in the table
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Our third contribution refers to the detection of panic related data by exploring two for-
mulations. The first formulation considers distinguishing between the normal-related data
and the panic-related data by using a clustering technique; whereas the second formulation
is based on a hypothesis testing, in which panic-related data are considered as aberrant com-
pared to the data resulting from a normal situation. Figure 9 and Table 2 illustrate the good
performances of the system for both formulations, with a slight outperforming of the second
formulation.

The proposed system is evaluated with regard to offline and real-time detection tech-
niques and the results show its high performances.

6 Conclusion and future work

A new panic detection approach is proposed in this study. The aim is to analyze the crowd
dynamics and detect a possible panic behavior in real-time and without requiring a prior
knowledge about the video under consideration. For this, a new feature is proposed based on
the computation of the image differences and the analysis of the moving edges in frequency
domains. Then, two formulations of the panic detection problem are explored and compared
in terms of accuracy and execution time. The approach is evaluated using several datasets
and showed its high performances.

In the future work, we will study the effectiveness of other solutions for the detec-
tion of moving edges, such as the foreground extraction, and their impact on the system
performances.
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