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Abstract
Image segmentation is a popular technique that is used for extracting information from
images, which has also gained a lot of interest lately due to its importance in different
scientific fields such as the medical field. This paper proposes a novel image segmenta-
tion technique using Expectation-Maximization (EM) clustering algorithm and Grasshopper
Optimizer Algorithm (GOA). The proposed technique and the concept of image segmen-
tation are effectively applied on dental radiography datasets that are collected from 120
patients with an age between 6 to 60 years old. To validate the proposed technique, a com-
parison in terms of purity and entropy measures is conducted against K-means, X-means,
EM, and Farthest First algorithms. Based on our experimental results, the proposed tech-
nique using EM and GOA achieved the best results compared to other algorithms for all
three datasets in terms of entropy and purity. The best results were obtained using the sec-
ond dataset, which achieved purity value of 0.7126 and entropy value of 0.3083. Further, the
proposed technique also outperforms U-net and Random Forest algorithms for the selected
datasets.

Keywords Image segmentation · Expectation-Maximization algorithm · Grasshopper
optimization algorithm · Dental radiography · Anatomical segmentation and classification

1 Introduction

Dental therapy has recently obtained more attention as human beings have become well
aware of their dental health. According to the oral health and dental care in the U.S.A.,
approximately 9,404 people died from cancer of the oral cavity and periodontal disease in
the U.S.A in 2014, and the five-year survival rate of such cancers was 68% [27].
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Dental radiography is commonly called X-rays, which is used by dentists to find cav-
ities, damages, and diseases that are not visible during a clinical dental examination [19].
Consequently, they require special analysis and inspection.

Image segmentation is a popular technique that is used as the first step in medical image
analysis to reinforce the diagnosis and prognoses of many diseases including dental dis-
eases. It is also defined as the process of dividing an image into multiple segments, which
is typically used to identify objects or other relevant information in digital images [55].

Image segmentation approaches can be categorized into two approaches, namely: discon-
tinuity detection based approach and similarity detection based approach [23]. In addition,
image segmentation techniques are classified into the following categories [21]:

– Thresholding method: this method is used when the intensity distribution between the
objects of a foreground and a background are very distinct. A constant value of a thresh-
old can be used to differentiate objects apart, by replacing the intensity value of a pixel
upon the value of the threshold [51].

– Edge-based method: detection of edges in an image is a very important step that helps in
understanding image features. In edge-based approach, the discovery of the partitions
of an image is based on some discontinuity in the pixel values and the intensity level
[24].

– Region-based method: this approach seeks to construct segments by combining neigh-
boring pixels according to a criterion of homogeneity [26].

– Clustering method: this technique segments the image into clusters by assigning pixels
with similar characteristics into the same cluster.

A successful segmentation method is not always applicable to work with different types
of images and problem areas [44, 46]. Fundamentally, medical image processing evolves
around segmenting objects in images that appear abnormal and can be an indication of a
disease. However, this is a challenging task to do, and even more challenging with dental
radiography segmentation due to the specific characteristics of tooth structure [16]. These
challenges are, but not limited to:

– Images often contain high level of noise due to limitations on the amount of radiation
allowed during imaging.

– The topological structure of the tooth. The teeth boundary is not a simple clear boundary
with some holes appearing as inner edges that make the segmentation more difficult.

– The difficulty of detecting a common boundary between teeth because of being in touch
with adjacent teeth.

– Tissues are very close to the teeth and even some tissues surround the teeth.

Thereupon, we propose a segmentation technique that uses the Expectation Maximiza-
tion (EM) algorithm and Grasshopper Optimization Algorithm (GOA). EM is a well-known
algorithm that appeared in the late 1970’s, and GOA is a recently proposed metaheuristic
that showed very competitive results in a wide range of complex and challenging applica-
tions [3, 36]. Thus, the efficiency of combining both algorithms motivates us to explore
their application in the dental radiography segmentation.

The rest of the paper is organized as follows. Section 2 presents the related works on
image segmentation techniques. Section 3 presents the proposed methodology and some
preliminary knowledge and terminology. Experimental results and analysis are provided in
Section 4. The conclusions and future work are finally presented in Section 5.
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2 Related works

Although there has been great efforts in the literature to develop and improve image
segmentation techniques, more research is required.

Many research works have been carried out in dental radiography processing and seg-
mentation. In [55], a segmentation approach is proposed using region, texture, and edge
based techniques. The proposed technique is implemented on dental radiography images.
Provided results showed that, the proposed technique outperforms traditional methods such
as thresholding technique.

A study of dental image segmentation and feature extraction is presented in [46]. K-
means algorithm is used to segment images and texture statistics techniques by gray-level
co-occurrence matrix for feature extraction. Experimental results showed that it is a promis-
ing technique for segmentation, however, more enhancement is recommended for better
accuracy.

Amer and Aqel [5] proposed a preprocessing method for diagnosing problems with
the wisdom teeth. Further, their work presented a method to segment wisdom teeth from
panoramic images. The proposed work showed good potential for accurately classifying
wisdom teeth that can be used later in the diagnosis of related impactions.

Lira et al. [30] proposed a segmentation approach for dental X-ray images using a
Bayesian classifier that classifies pixels into two classes: inside the teeth and outside
the teeth. The X-ray images were provided by the Odontological Department of Federal
University of Rio de Janeiro, Brazil.

Patanachai et al. [43] used wavelet transformation for dental radiography segmentation.
The segmentation of dental radiography results in a teeth feature marking each pixel. Such
as, edges detection from the segmented image. The authors used a dataset provided by the
faculty of dentistry hospital, Chulalongkorn University, Bangkok, Thailand.

Authors in [52] used active contour algorithm to extract the contour of a teeth in dental
images. The algorithm depends on the intensity of the tooth region and does not require the
existence of a sharp boundary between teeth. The dental images used were granted from
the Criminal Justice Information Services (CJIS) division’s digitized radiographic images
database of the Federal Bureau of Investigation, Washington.

In [25], the authors used a texture-based fuzzy inference system to effectively apply
segmentation to dental radiography.The proposed approach achieved 83% accuracy on the
CJIS division’s digitized radiographic images database.

Dental characteristics help with the identification of individuals. Authors in [40] used
a fusion of matching algorithms including segmentation using adaptive thresholding. The
proposed algorithm achieved an accuracy value of 82.5%.

A multi-step method based on mean shift algorithm for automatic tooth segmentation
from Computerized Tomography (CT) images is presented in [38]. The proposed methods
first classify bony tissues from non-bony tissues. Secondly, the general region of the teeth
structure is separated from the other bony structures. After that, individual tooth region is
detected and segmentation using mean shift algorithm is applied on the individual tooth.
The proposed mean shift algorithm achieved an accuracy of 97%on a 3D dataset of dental
Cone Beam Computed Tomography (CBCT) images.

Silva and Oliveira present a deep study on automatic teeth segmentation in x-ray images
[54]. The study reviews different methods used to tackle this problem and most impor-
tantly it answers the following question:“Which category of segmentation method is most
used in the reviewed works?”. The provided study states that the revised literature has been
increasingly focused on research to segment dental x-ray images based on thresholding.
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Among geometric models, level set method was used in [16] for root segmentation. In
[13], a thresholding segmentation based on maximum fuzzy entropy method was proposed.
The threshold values were automatically generated by the fuzzy entropy theory.

There has been a considerable amount of research aimed at developing image segmenta-
tion using deep learning models such as Convolutional Neural Network (CNN), Recurrent
Neural Network (RNN) and Fully Convolutional Networks (FCN). However, there is no
doubt that the use of deep learning poses several challenges such as: the need for more chal-
lenging and different types of datasets, speed of the models and memory efficient models
[35].

A summary of the dental radiography analysis is provided in Table 1, which shows the
techniques used for each work, the purpose behind applying the analysis, and the conclud-
ing results for each study. Based on Table 1, it is observed that different techniques are
used for dental radiography segmentation, which indicates that there are no dominant tech-
nique for this purpose and that research are yet not mature to solve the problem. It is also
observed that, Bayesian classifier and wavelet transformation achieved better results among
the others.

However, clustering is used by many researchers for image segmentation as an unsu-
pervised learning method. Bora and Gupta [6] proposed a color based segmentation by
predetermining colors importance in the image. K-means clustering algorithm was then
applied using a cosine distance measure.

In [12], image segmentation is performed using k-means algorithm, and subtractive clus-
tering algorithm to generate the initial centroid points. A review of applying clustering
techniques for image segmentation can be found in [39]. The review includes fuzzy c-mean
algorithm, hierarchical clustering, K-means algorithm, and self-organizing map.

Adaptive k-means algorithm is proposed in [58] to segment images based on adaptive
k values. In this approach, the image is first normalized, then it is converted to LAB color
space, and finally it is segmented based on adaptive values of k that are determined using
maximum connected domain algorithm [59] .

Carson et al. [7] used the Expectation-Maximization (EM) algorithm to segment images.
The proposed algorithm was experimented on 10,000 images. To segment each image,
the joint distribution of color, texture, and position features are modeled. Liu et al. [31]
integrated EM clustering algorithm with the total variation regularization scheme to seg-
ment a variety of vector-valued images. Experiments showed that the combination of the
EM algorithm and the total variation regularization scheme gives a good segmentation of
images.

A method called Mask R-CNN was introduced by Facebook AI Research (FAIR) [18]
that is used for predicting segmentation masks on each region of interest in an image. The
method was tested on COCO dataset [29], which provided better generalization of various
tasks with average precision value of 37.1.

In a more recent study on segmentation techniques, Panoptic Segmentation (PS) was
introduced [22]. PS focuses on two tasks; assigning each pixel in an image to a semantic
label and segmentation of each object instance. Every object instance detected is set an
id. Hence, only one semantic label and one instance id are allowed to be assigned to each
pixel. This approach achieves a more rich and complete segmentation process according to
panoptic quality measure.

Geus et al. [9] proposed a Fast Panoptic Segmentation Network (FPSNet). The authors
use a convolutional neural network module that does not require any prior predictions,
which are computationally costly. FPSNet showed superior results in terms of speed com-
pared to existing state-of-the-art panoptic segmentation networks. In addition to being fast,
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FPSNet also achieved a competitive panoptic quality score value of 55.1 on the Cityscapes
dataset [8].

There is no recognized nor unified standard for image segmentation. Therefore, image
segmentation has become an optimization problem. Optimization problems have been tack-
led by meta-heuristic algorithms as they have demonstrated effectiveness and efficiency in
finding optimal solutions [45]. Mohsen et al. [37] presented a new image segmentation tech-
nique based on Particle Swarm Optimization (PSO). The proposed PSO based segmentation
approach solves the thresholding problem using the search optimization function of PSO.
The proposed method was evaluated on different datasets and has shown efficient results.
Another implementation of PSO based segmentation mammography images is presented in
[47].

Segmentation techniques require the definition of an optimization framework that
addresses the critical issues including choosing segmentation algorithms’ parameters,
choosing the representation for the image, and the parameter configuration of some previ-
ous image processing step [34]. For example, optimization techniques involve the use of
Genetic Algorithm (GA). The main use of GA in image segmentation is the modification of
parameters in existing segmentation algorithms and pixel-level segmentation [14].

GA has been widely used in image processing and segmentation. Amelio and Pizzuti
[4] proposed a GA for color image segmentation based on color and texture. Also, Sahu
and Bhurchandi [49] used GA-based algorithm to segment color images based on their
histograms. Moreover, GA is used to maximize the entropy to efficiently segment the image
into objects and background [1].

Nature inspired algorithms have been used with multi-thresholding medical image seg-
mentation [28, 41, 50]. Multi-thresholding based methods segment an image into two or
more regions depending on a threshold value that may increase significantly, which becomes
computationally inefficient [11]. Thus, requiring algorithms that maintain robustness with
high dimensional problems.

In our work, we will combine a recent optimization algorithm called Grasshopper
Optimization Algorithm (GOA) and the well known EM clustering algorithm for dental
radiography segmentation, which to the best of our knowledge is not yet experimented in
this domain.

3 Proposedmethodology

This section describes the methodology used for constructing the proposed EM-GOA
technique, which is given in Fig. 1.

Based on Fig. 1, the obtained radiography images were pre-processed and converted into
matrices. After pre-processing the instances in the dataset, teeth are detected using Level-
1 EM. Level-1 EM includes applying EM algorithm on the radial image to detect each
tooth separately. Then, segmentation is applied on each detected tooth. The segmentation
operation of teeth also uses EM algorithm and is optimized via the GOA optimizer. GOA
optimizes the parameters by which the EM operates to further enhance the clustering results.
Also, other clustering techniques are applied for the purpose of comparison. Lastly, the
performance of the algorithms is evaluated.

Algorithm 1 translates the methodology of pre-processing the radiography images,
applying Level-1 EM, and applying Level-2 EM-GOA. The algorithm accepts four param-
eters which are the radiography image, the number of clusters (k), the population size, and
the number of iterations. The algorithm first pre-process the image into a pixel matrix.
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Fig. 1 Proposed methodology for dental radiography segmentation

The pixel matrix is then converted to a feature-pixel matrix. This is further explained in
Section 3.1. EM algorithm segments the feature-matrix into predicted clusters where each
cluster reflects a tooth, which is further explained in Section 3.2. The algorithm then iterates
over each segmented tooth and the GOA algorithm is applied by simulating repulsion and
attraction forces between the grasshoppers to find the best grasshopper at each iteration. The
last iteration of GOA returns the best grasshopper having the best fitness value along with
the predicted assignment of points for the grasshopper. The role of GOA is further described
in Section 3.3. The rest of this section describes detailed knowledge and terminology used
in the proposed algorithm and corresponding methodology.

Algorithm 1 EM-GOA.

Input: Image, k, PopulationSize, Iterations
Output: The predicted assignments
Begin
Convert the bitewing image into a pixel matrix
Convert the pixel matrix to feature-pixel matrix
Segmenting teeth using EM algorithm
for do

Initialize the population of GOA
for do

Normalize the distances between grasshoppers
Update the position of the current grasshopper
Bring the current grasshopper back if it goes outside the boundaries
Calculate the fitness of applying EM algorithm

end for
S = grasshopper with the best fitness
P = predicted assignments of points of S

end for
return P

END

3.1 Dataset Description and Pre-processing

The datasets were created for a grand challenge for automated detection of anatomical land-
marks and analysis for diagnosis in cephalometric X-ray Images [56]. Moreover, it was used
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for a second challenge for computer-automated detection of caries in Bitewing radiography.
The datasets consist of dental anatomy data repository of bitewing radiographs.

There are 120 bitewing images collected from 120 patients aged between 6 to 60 years.
The cephalograms were acquired in TIFF format and the image resolution was 1935 x 2400
pixels. For evaluation, 19 land-marks were manually marked in each image and reviewed
by two experienced medical doctors. Figure 2 provides three datasets of bitewing images.
Dataset 1, dataset 2, and dataset 3 consist of 88614, 280251, and 108368 pixels, respectively
[56].

Datasets are pre-processed to obtain the features of the data set which are used to detect
teeth using Level-1 EM. The pre-processing includes converting the bitewing image of the
dataset into a matrix where each pixel in the image is represented by a matrix element
having the value as the color of the pixel. The matrix is then converted to a feature-pixel
matrix where features are represented by columns and pixels are represented by rows. The
features include the x-coordinate, y-coordinate, and gray-scale color.

3.2 Expectation-maximization algorithm

The idea of EM is to assign data points partially to different clusters instead of assigning
them to only one cluster. To do this partial assignment, EM models each cluster using a
probabilistic distribution. So, initially, a data point is associated with a cluster with certain
probability and then it is reassigned to the cluster with the highest probability in the final
assignment [15]. In practice, the algorithm is used to find the mixture of Gaussians that can
model the dataset. Given a model of a mixture Guassians, we have the following parameters:

– X: a set of observed values.
– Z: a set of estimates for unobserved values (missing values).
– θ : a vector of unknown parameters for the model.
– L(θ ,X,Z): a likelihood function.

The core idea of EM is to use the set of available observed data (X) to estimate the
missing values (Z) and upon this, update the values of the parameters.

EM works as follow. First, initialize the unknown parameters θ to random values. Next,
use the values of observed data to generate an estimate for the missing data, this is called
the expectation step . Then, use the complete data generated in the previous step to update
the values of the parameters. This is known as the maximization step. Finally, iterate until
convergence. Mathematically, the algorithms works as follows [10]:

(a) Dataset 1 (b) Dataset 2 (c) Dataset 3

Fig. 2 Examples of a bitewing image from the dataset. a Dataset 1 b Dataset 2 c Dataset 3
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1. Initialization. Set the parameters θ to some random values:

θ = {μ1, μ2, ..., μt } (1)

2. Expectation step.Define Q(θ |θ(t)) as the expected value of the log likelihood function
of θ as:

Q(θ |θ t ) = EZ|X,θ(t) [LogL(θ; X, Z)] (2)

3. Maximization step. Find the parameters that maximize Q:

θ(t+1) = argmax Q(θ |θ(t)) (3)

4. Evaluate the log likelihood function and check for convergence. If not converged, go to
step 2.

EM is a very popular and powerful algorithm used in many applications includ-
ing estimating motion models for tracking, hidden Markovian models, and in image
segmentation.

3.3 Grasshopper Optimization Algorithm (GOA)

Although in the last couple of years a huge number of nature inspired algorithms have been
proposed, credible theories in literature such as the No Free Lunch (NFL) theorem answers
the question “why we need more algorithms despite the many algorithms proposed so far?”
[57]. The answer to this question based on the NFL theorem logically has proven that there is
no optimization technique for solving all optimization problems. In optimization problems,
the main goal is to search a space to find an optimal or near optimal solution.

The GOA optimizer is a population-based meta-heuristic inspired from the grasshopper
insects in nature. Grasshopper form a large swarm that migrate over large distances. The
main characteristics of grasshopper is that they tend to move slowly and in small steps in
the larval phase. In adulthood, they move in a long range and abrupt movement. Repulsion
forces allow grasshoppers to explore the search space, whereas attraction forces encourage
them to exploit promising regions. This movement of grasshopper agents over a maximum
iteration is modeled by (4) [32].

xpd = c

( P∑
q=1,q �=p

c
UBd − LBd

2
s(|xqd − xpd |) (xqd − xpd)

dist (xq, xp)

)
+ xd (4)

where UB and LB are the lower and upper bounds of the search space dimensions, d =
1,2,...,D. p is an individual in the population. Parameter c is the coefficient that reduces the
comfort zone for p in the search space and is decreased according to (5).

c = cmax − l
cmax − cmin

L
(5)

where L is the maximum number of iterations. The attraction forces between individuals
in the swarm is modeled using function s in (6).

s(r) = f e
−r
l − e−r (6)

with l = 1.5 and f = 0.5 as specified in the original paper of GOA.
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4 Experimental results and analysis

This section presents the experiments conducted to evaluate the proposed dental radiography
image segmentation technique. The following sections present the performance metrics,
the quantitative and the qualitative results obtained from the conducted experiments, and a
comparison with other Dental Radiography techniques.

4.1 Performancemeasures

In this section, we present the performance metrics used to evaluate our proposed approach.
These metrics are well-known measures used to evaluate clustering approaches.

1. Entropy
Entropy is a quality measure used to measure the extent to which cluster labels match

the ground truth. The lower entropy value means better clustering. When the objects in
the cluster are more diverse, the entropy value grows. Entropy is found by (7) [2].

Entropy =
k∑

j=1

(|Cj |)
n

E(Cj ) (7)

where Cj contains all data instances assigned to cluster j, n is the number of instances in
the dataset, k is the number of clusters, and E(Cj ) is the individual entropy of a cluster.
Individual cluster entropy is calculated by (8)

E(Cj ) = − 1

logq

q∑
i=1

|Cj ∩ Li |
Cj

log(
|Cj ∩ Li |

Cj

) (8)

where Li denotes the ground truth assignments of data instances in cluster i, and q
represents the number of actual clusters in the dataset.

2. Purity The purity metric measures to what extent a cluster contains a single class.
Basically, it reflects the quality of clustering. The purity is computed using (9) for each
individual cluster [2].

Purity = 1

n

k∑
j=1

maxi(|Li ∩ Cj |) (9)

4.2 Quantitative analysis

The characteristics of the three aforementioned datasets, and the results obtained from run-
ning the proposed algorithm, are displayed in Table 2. The number of points and the number
of teeth can be recognized for each dataset. The number of points represents the number
of pixels for each teeth image. The results are evaluated using the purity and entropy clus-
tering evaluation measures. Higher purity and lower entropy values are considered of a
better segmentation quality. The proposed technique is evaluated against common clustering
algorithms including K-means, X-means, EM, and FF.

Table 2 shows that the proposed technique outperforms all the other algorithms for all
the three datasets having the highest values for purity and the lowest values for entropy. On
the other hand, X-means is the worst algorithm for all the datasets having the lowest values
for purity and the highest values for entropy. In addition, k-means has the nearest values for
both purity and entropy to the proposed algorithm for all the datasets.

Multimedia Tools and Applications (2020) 79: –220452202722036



Table 2 Quantitative results for using EM with GOA against other algorithms which are K-means, X-means,
EM, and FF using the purity and entropy clustering evaluation measures (best results are made in bold)

Dataset name #points #Teeth Algorithm Purity Entropy

Dataset1 88614 8 EM-GOA 0.6833 0.3582

k-means 0.6054 0.4422

EM 0.5978 0.4493

FF 0.5353 0.4684

x-means 0.5353 0.4778

Dataset2 280251 8 EM-GOA 0.7126 0.3083

k-means 0.6066 0.4506

EM 0.5720 0.4514

FF 0.5843 0.4699

x-means 0.5476 0.5070

Dataset3 108368 8 EM-GOA 0.6375 0.3810

k-means 0.5654 0.4858

EM 0.5381 0.5097

FF 0.5555 0.5018

x-means 0.5381 0.5749

The complexity analysis of the proposed technique can be analyzed as follows:

– Level-1 EM for segmenting each tooth can be considered as O(nmi) [42] where i is the
number of iterations, n is the number of points in the image, and m is the unknown
elements of the discrete source distribution with f1, , ft , fm, where ft is the expected
number of photons emitted from source bin t per unit time.

(a) Original (b) EM-GOA (c) K-means

(d) EM (e) FF (f) X-means

Fig. 3 Teeth dataset 1 results for each algorithm a Original image b EM-GOA; c K-means; d EM; e FF; f
X-means with a different color for each cluster
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(a) Original (b) EM-GOA (c) K-means

(d) EM (e) FF (f) X-means

Fig. 4 Teeth dataset 2 results for each algorithm a Original image b EM-GOA; c K-means; d EM; e FF; f
X-means with a different color for each cluster

– Level-2 EM-GOA considers applying EM algorithm for each grasshopper at each iter-
ation for a single tooth. This requires O(cgknmi) for each segmented tooth, which are
generated from Level-1 EM, where k is the number of clusters, g is the number of gen-
erations/iterations, c is the number of grasshoppers at each iteration, nmi reflects the
EM complexity.

In comparison with the other algorithms, EM requires O(nmi) [42] as indicated previ-
ously, FF requires O(nk) [53], k-means requires O(nkdi) [17, 33], and x-means requires
O(dinlogk) [20] where d is the dimension value. The additional complexity of the EM-GOA

(d) EM (e) FF (f) X-means

(a) Original (b) EM-GOA (c) K-means

Fig. 5 Teeth dataset 3 results for each algorithm a Original image b EM-GOA; c K-means; d EM; e FF; f
X-means with a different color for each cluster
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Table 3 Dental radiography comparison (best results are made in bold)

Technique Precision Sensitivity F-score

EM-GOA 0.533 0.799 0.639

U-net 0.437 0.554 0.546

Random forest 0.211 0.523 0.305

is due to the additional computation of the GOA which are added to the EM algorithm to
further optimize the results, which are recognized in Table 2 as discussed previously.

4.3 Qualitative analysis

This section presents a visual representation of the segmented images as shown in Figs. 3,
4, and 5. The proposed EM-GOA detects most of the teeth boundaries, enamels, dentins,
crowns, and restoration.

Most of the other algorithms could not detect the teeth boundaries and considered multi-
ple teeth as a single tooth. X-means got the worst results among the others and it could not
detect the teeth boundaries nor segment the tooth correctly. The results of EM is very sim-
ilar to that for the K-means. FF on the other hand has some problems in detecting the teeth
boundaries for the three datasets.

4.4 Comparisons of the proposed EM-GOA technique with other dental
radiography techniques

In this section, EM-GOA is compared with two other techniques found in literature that
have used the same benchmark dataset experimented in this work.

The first technique was proposed by Ronneberger et al. [48]. The authors used a u-shaped
convolutional neural network (u-net) to segment dental x-ray images. The second technique
was proposed by Lee et al. [56]. In this work, the authors used a random forest for the
automation of dental image segmentation. Table 3 presents the quantitative evaluation of
the three techniques (EM-GOA, u-net, and random forest). Three evaluation measures are
used to compare the techniques in the table. These measures are: precision, sensitivity and
F-score.

As shown in Table 3, the average precision values of EM-GOA, u-net and random for-
est are 0.533, 0.437, and 0.211, respectively. EM-GOA high precision indicates positive
segmentation relative to the ground truth image. The average sensitivity of EM-GOA, u-
net, and random forest are 0.799, 0.554, and 0.523, respectively. A sensitivity of 0.799 for
EM-GOA means that the proposed EM-GOA algorithm detected most of the teeth bound-
aries, enamels, dentins, crowns, and restoration positively. In terms of F-score values,the
best value was achieved by EM-GOA with an average of 0.639 indicating a more robust
performance against the other two techniques. Based on the results presented in Table 3, our
proposed algorithm outperforms u-net and random forest.

5 Conclusions and future work

In medical research, image segmentation plays a vital role in the process of extracting and
classifying features in an image. However, medical image segmentation is a challenging task
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due to poor image contrast, noise and artifacts. Therefore, advanced techniques are required
such that they incorporate different dimensions of knowledge to image segmentation.

This paper implemented a segmentation technique using EM algorithm and GOA. The
proposed technique was tested on dental radiography datasets and evaluated in terms of
purity and entropy, which consists of a two-level EM process. During the first level, objects
were detected whereas during the second level the objects of interest were segmented. GOA
was used to optimize the search process of EM algorithm by searching for the best density
value of clustering.

Based on our experimental results, the proposed EM-GOA technique was compared
to some well-known clustering algorithms including K-means, EM, Farthest First, and X-
means. Our proposed technique is very competitive to these well-known algorithms and was
able to achieve better results in terms of purity with values of 0.6833, 0.7126, and 0.6375 for
the three datasets, respectively. It was also able to achieve better results in terms of entropy
with values of 0.3582, 0.3083, and 0.3810 for the same datasets, respectively. Furthermore,
the proposed technique was compared with a u-shaped CNN and random forest techniques.
EM-GOA outperformed the two techniques in terms of precision, sensitivity and F-score
with values of 0.533, 0.799 and 0.639, respectively. These results show that the proposed
EM-GOA is precise and robust in segmenting dental radiography.

For future work, EM-GOA is recommended to be experimented with other domains such
as document categorization, cancerous data, and financial risk analysis. In addition, other
dental radiography datasets could be gathered from dental clinics, which are not labeled and
might have noise. EM-GOA could be further experimented with such datasets considering
further pre-processing of data using manual labeling of points and denoising techniques.
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