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Abstract
This paper proposes a novel brain tumor segmentation algorithm that uses Active
Contour Model and Fuzzy-C-Means optimization. In Active Contour model, the
initial Contour selection is a challenging task for MRI brain tumor segmentation
because the accuracy of active contour segmentation depends on initial contour. This
method uses the two level morphological reconstruction processes such as Dilation
and Erosion along with thresholding process for minimizing the non-tumor region.
The segmented region thus obtained is not accurate that also contains non-tumor
region. Also there is a chance of missing the tumor region along with background
while performing two level morphological reconstructions. In order to overcome
these issues, active contour model is used to segment the complete tumor part. The
initial Contour for Active Contour model is detected by forming a circular region
around the tumor region. The radius of the circular region is contracted or expanded
based on the shape of the tumor. This proposed Radius Contraction and Expansion
(RCE) technique is used to select the initial contour of active Contour model.
Further Fuzzy-C-Means algorithm is used to optimize the edge pixels because the
boundary of active contour model output also contains the non tumor pixels. The
performance of the proposed segmentation algorithm was evaluated using the
metrics such as specificity, sensitivity, dice score, Probabilistic Rand Index (PRI)
and Hausdorff Distance (HD) on T1- weighted contrast enhanced image dataset. The
experimental result shows that the proposed segmentation algorithm provides a good
performance when compared to the state-of-the-art segmentation methods.

Keywords Active contourmodel . Brain tumor .Dilation . Erosion . Thresholding .MRI images .

Fuzzy-C-means algorithm . Specificity . Sensitivity . Dice score . Probabilistic Rand index .

Hausdorff distance

https://doi.org/10.1007/s11042-020-09006-1

* C. Jaspin Jeba Sheela
jaspinjebasheela@gmail.com

Extended author information available on the last page of the article

Multimedia Tools and Applications (2020) 79:23793–23819

Published online: 13 June 2020
/

http://crossmark.crossref.org/dialog/?doi=10.1007/s11042-020-09006-1&domain=pdf
mailto:jaspinjebasheela@gmail.com


1 Introduction

The growth or proliferation of cells which destroys the normal cells, that forms a mass in brain
is termed as brain tumor. Brain tumor [6] can be classified into two different types such as
Benign (non-cancerous) and Malignant (cancerous). Benign is a primary type brain tumor that
does not spread to other organs. Malignant is a secondary or metastatic type brain tumor that
spread to other organs. The Intra Cranial Pressure (ICP) increases, when the growth of the
tumor inside the brain gets increased. This increase in ICP can cause brain damage and leads to
death. For a normal person, the new cells start growing when the old cell stop its growth and
gets damaged. For a tumor person the growth of cells goes wrong ie., the new cell will grow
when the old cells are not damaged. This leads to building of huge number of cells (extra cells)
which forms a mass of tissue termed as tumor. A survey in the US states that in the year 2010,
around 62,930 new cases found in adults and 4030 new cases found in children. It is necessary
to diagnosis the tumor at the early stage, inorder to reduce the death caused due to brain tumor.

The tumors can be classified in four grades as Grade-I, Grade-II, Grade-III and Grade-IV.
In Grade-I type the brain cells look normal and they grow slowly. In this grade the tumor is
Benign type. In Grade-II, the tumor cells looks less like normal cells than the cells in Grade-I
type. In Grade-III the tumor cells look different from normal cells, where the cells grow
actively. In Grade-IV the tumor cells appear to be more abnormal and the growth of tumor is
very high when compared to Grade-III type. Grade-II, Grade-III and Grade-IV are malignant
type tumor. The tumors are named based on the part in which they originate. For example the
tumor Glioma type originates in glial cells of brain.

Magnetic Resonance Imaging (MRI) [26] provides a high contrast between the tissues of
tumor and non-tumor region. Detection of tumor [5] at the early stage is necessary to reduce
the death rate caused by brain tumor. Diagnosing the tumor manually by the physician requires
more time and also causes incorrect results in tumor segmentation. Therefore automatic brain
tumor segmentation algorithm is essential for accurate and fast diagnosis of brain tumor. Most
of brain tumor segmentation algorithm [13] can be categorized in four classes of segmentation
which includes, (i) Edge detection (ii) Thresholding (iii) Region based segmentation (iv)
Clustering approach.

Segmentation based on edges segments tumor region and non tumor region by detecting the
edges where there is a high change in pixel intensity. Operator like Sobel operator, Canny
operator, Prewitts operators and Laplacian operators are commonly used operators to detect the
edges between tumor and non tumor region. Gradient based segmentation is an example of
edge based segmentation, where the segmentation is done based on the intensity difference
between the particular pixel and its neighbour pixel. Based on the intensity of the pixel present
in the MRI image, the thresholding [15] approach partitions the images into different classes
(two or more classes). Global thresholding and local thresholding algorithm are the two basic
thresholding approaches that are used for brain tumor segmentation. Global thresholding is
used in MRI images that has uniform and high contrast intensities between tumor and non-
tumor region, since it uses a single threshold over the entire image. Otsu’s thresholding is an
example of Global thresholding algorithm where it partitions the images into different classes
of intensities.

The region based segmentation method, segments the image into two or more region based
on certain rules. The method such as region growing, region splitting and merging are example
for region based segmentation. Usually, a seed pixel is chosen in region growing method and
the region begins to grow based on the difference between intensity of seed pixel region and

Multimedia Tools and Applications (2020) 79:23793–2381923794



the neighbouring region. Once the segmentation gets completed, the growing condition does
not satisfy and thus the segmentation stops. Such region growing methods are effective where
the Region of Interest (ROI) is small such as Brain tumor. In region splitting and growing
approach, the image to be segmented is divided into smaller regions until the splitting
condition fails. The merging process merges the splitted image based on the uniformity
between the regions. The merging process also stops, if the merging condition is not satisfied.
Clustering [2]–[12] methods groups the pixel that has large probability in the same category.
This method does not require any training process and it clusters a pixel into different classes.
This clustering methods are mainly used for optimized which includes K-means [35] and
Fuzzy-C-Means [20]. A semi automatic system needs input from the physician mainly for
three reasons, such as initializing the segmentation, feedback while segmenting and evaluation
of segmented results. The proposed work is automatic segmentation method which does not
need any additional input from the user.

The forthcoming sections of the paper are arranged as follows. Section 2 shows the related
work, Section 3 shows the proposed Brain tumor segmentation algorithm, Section 4 shows the
experimental results and analysis of the proposed segmentation algorithm and finally section 5
shows the conclusion of the paper.

2 Related works

Several research works on brain tumor segmentation which mainly includes the schemes such
as K-means algorithm [35], Gaussian mixture model algorithm [22] and Fuzzy-C-Means
algorithm [20] are going on,

The seed point selection is a major factor in K-means segmentation algorithm. The
Gaussian Mixture Model (GMM) uses maximum likely-hood parameters and filtering ap-
proach for image segmentation. The FCM (Fuzzy C-Means) technique provides a high
accurate result, if there is fuzziness in edge pixel intensities of the tumor. Apart from K-
means, GMM and FCM techniques, the commonly used techniques are edge based segmen-
tation, thresholding and region based methods. There are different types of region based
methods [37] such as region growing, region splitting and merging, segmentation based on
watershed, snake model, active contour model etc. In snake model, the initial contour or initial
snake is initially placed around the Region of Interest (ROI). Due to external and internal
energy, the snake moves and stops where there is minimum energy function.

Deep Neural Networks [8] [7] [11] can also be used for brain tumor segmentation where
Mohamad Havaei et al. [16] proposed a convolutional Neural Network. This neural network uses
both local features and global contextual features simultaneously. The last layer of neural network is
a two phase training system with fully connected layer. Localized Active Contour Model (LACM)
[19] balances the mean intensity between the tumor region. The LACM aims to reduce the
movement of Contour in the undesired boundaries of the tumor. The LACM algorithm detects
the tumor region with the help of Hierarchical Centroid Shape Descriptor (HCSD).

The Potential Field Segmentation (PFS) was proposed by Ivan Cabria et al. It also fuse the
result of PFS to obtain the actual segmentation result. In [9] the potential field is calculated for
every pixel and the pixel intensity is viewed as a mass. The potential field that is estimated for
each pixel is compared with the adaptive potential threshold. If the potential field of a pixel is
greater than the adaptive potential threshold, then the corresponding pixel will be considered as
non- tumor pixel.
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In [23] the brain tumor segmentation and its volumetric analyses were proposed using a
Computer aided tool. In [19] optimal correlation is used to detect the initial contour. The initial
contour is then used to detect the tumor region. Spectral clustering can be used to segment the
tumor region which was proposed by Angulakshmi and Lakshmi Priya [3] . This method uses
the super-pixels to identify the tumor region.

The tumor region can be clearly distinguished using the segmentation method proposed by
Umit Ilhan et al. [18]. At the end of segmentation process, the tumor tissues will be clearly
visible, so that a medical practitioner can easily identify the tumor region. So this method
highly helps the medical practitioner. This segmentation method uses different process such as
morphological operation, pixel subtraction, thresholding and filtering.

Specific fine tuning of deep learning was proposed by Guotai Wang et al. [38]. This method
uses convolutional neural network along with interactive segmentation based deep learning.
Further supervised image or unsuperivesed image fine tuning can be used. The unsupervised
fine tuning does not require any user interaction, while supervised fine tuning requires
additional user interaction. The additional user interaction can be done using interaction based
uncertainty. The weighted loss function can be used to design the convolutional neural
network. The 2D fetal MRI image segmentation for multiple organs can be achieved using
this method. The 3D brain tumor segmentation can be done either by brain tumor core
segmentation or whole brain tumor segmentation. The whole brain tumor based segmentation
includes the edema region while the brain tumor core based segmentation exclude the edema.

In [34], the authors proposed a brain tumor segmentation algorithm based on ECNN
(Enhanced Convolutional Neural Networks). In this method, the skull region present in the
image is initially removed. The ECNN proposes an loss function optimization using BAT
algorithm. This algorithm has the advantage of less weight with respect to over-fitting of
convolutional neural network. In [17], Kai Hu et al. proposed a multi-cascaded convolutional
neural networks and conditional random field (CRF). This method completes the segmentation
process in two steps. In the first step, the intermediate results of the connected components are
combined and this process leads to coarse segmentation of multi scale features by considering
the local dependencies of labels. In the second step, fine segmentation is performed by
eliminating some undesired outputs. This minimization is done by considering the spatial
contextual information. This algorithm also uses image patches to train the segmentation
models.

In [24], the authors proposed an end-to-end incremental Deep Neural Network based
automatic brain tumor segmentation. This segmentation algorithm uses trial and error method
which uses ensemble learning for efficient model design. Inorder to eliminate the problem of
CNN training model, this method uses a new training strategy that considers only the most
influencing hyper- parameters. This can be achieved by bounding and setting a roof to the
parameters, which increases the speed of training process. In [25], the authors proposed a
novel method for the classification of gait which uses an Extreme Learning Machine (ELM)
algorithm. The ELM algorithm uses eight stages such as data collection, gait detection,
trajectories smoothing, feature extraction, selection and classification. The authors compared
the ELM results with the classification algorithms such as KNN, SVM and MLP.

In [27], the authors proposed biometric gait identification using multi-layered perception.
They classified the gait into four classes such as crouch-2, crouch-3, crouch-4 and normal. The
algorithm uses data collection of vision based gait and sensor based gait and the two gaits are
fused to obtain the fused data, from which the principle features are extracted. The extracted
features are trained using MLP algorithm. In [30], the authors have proposed vector fields of
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six joints in knee, hip and joints. In [28], the authors proposed a humanoid push recovery and
classification. The features are extracted by using empirical mode decomposition. Four kinds
of pushes are classified such as small, medium, moderately high and high using Deep Neural
Network. Several classification algorithms are also used to classify the gait data [29, 31].

In [4], the authors proposed a brain tumor detection and feature extraction based on
Berkeley Wavelet Transform (BWT) and support vector machine. This method, initially pre-
processes the MRI image for image enhancement. The skull part present in the pre-processed
image is removed and the tumor region is then segmented and features are extracted using
mean, contrast, entropy and energy. The features are then classified using support vector
machine to classify the normal tissue and abnormal tissue. In [39], the authors proposed infant
brain image segmentation for multi modalities iso-intense using deep convolutional neural
networks. In this, the hierarchical features are learned using deep learning models where low
level features are transformed to high level features. The high level complex features are
obtained from the row input images using trainable filters along with local neighbourhood
pooling operation that are applied alternatively. The CNN first layer has 64 feature maps and
each feature maps are linked to 3 input feature maps using the filter having a size of 5 × 5.

In [40], the author has proposed a brain tumor segmentation algorithm by integrating Fully
Convolutional Neural Network (FCNN) and Conditional Random Fields (CRF). In this, they
have trained the 2D images using deep learning based segmentation model. This learning
algorithm has three major steps. In first step, the image patches are trained using fully
convolutional neural network and in the second step,the image slices are trained using
Conditional Random Field and Recurrent Neural Networks. In the third step, the fully
Convolutional Neural Networks and Recurrent Neural Network are fine tuned. Here a voting
based fusion strategy is used to combine the segmented brain tumors. In [36], the authors
proposed an Automatic Brain Tumor segmentation method on Enhanced Darwinian Particle
Swarm Optimization (EDPSO). The first two steps involved in this process are pre-processing
and image enhancement. The enhanced image is segmented using EDPSO algorithm. The
segmented image is trained and classified using ANFIS algorithm which is the combination of
Artificial Neural Network and Fuzzy logic.

In [1], the authors proposed an ensemble brain tumor classification algorithm that uses
Fuzzy anisotropic diffusion for brain tumor segmentation. This method initially processes the
image for noise removals. Then the tumor region is then segmented from which the features
are extracted. Two types of features are extracted which are first order histogram features and
co-occurrence matrix based features. The segmentation process includes the steps such (i)
Skull removal (ii) Brain region extraction (iii) Brain tumor extraction. The features extracted
by feature extraction process are trained using ensemble based classification.

In [21], the authors proposed an MRI brain tumor segmentation algorithm using multi-
modality aggregation network. The concept of Multi-Modality Aggregation Network
(MMAN) is derived from the concept of deep learning. The MMAN algorithm can extract
features like multi-scale features from brain tissues. It can also extract secondary infor-
mation such as harness complementary information which is used to increase the speed
and accuracy of segmentation. In [33], the authors proposed brain image segmentation
from MRI images using optimal multi-level thresholding. In this, they have proposed a
differential evolution algorithm that balances exploitation and exploration. The differential
evolution was derived using a new adaptive approach and new mutation strategies. The
optimal solution can be provided using the new adaptive approach by estimating the
candidate solution quality.
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2.1 Our previous work

In our previous work [32] we have proposed an automatic brain tumor segmentation using Greedy
snake model and FCM optimization. In that we have used two levels of morphological reconstruc-
tion such as dilation and erosion. The erosion process is used as level 1morphological reconstruction
and dilation is used as level 2 morphological reconstructions. This two level morphological
reconstruction process is used for background minimization. The segmentation of brain tumor is
done using Greedy snake algorithm. The initial Contour of snake is estimated by applying
thresholding and dilation to the background minimized image. The greedy snake algorithm is
applied to the pre-processed image using the initial Contour obtained. The segmented brain tumor is
not accurate and edges also has non-tumor edge pixel in the segmented Region of Interest obtained
by the Greedy snake segmentation algorithm. The Greedy snake segmented output is optimized
using Fuzzy-C-Means optimization algorithm. Finally, the accurate region is selected based on
maximum perimeter from multiple regions to obtain the segmented output.

The proposed algorithm replaces Greedy snake algorithm by Active Contour model. Also
the proposed paper proposes a novel initial Contour selection method known as Radius
Contraction and Expansion (RCE) for active contour model. The next section shows the
proposed brain tumor segmentation algorithm.

3 Proposed work

Figure 1 shows the block diagram of proposed brain tumor segmentation algorithm. The
proposed segmentation algorithm has stages such as (i) Pre-processing (ii) Background
Minimization (iii) Initial Contour Estimation using Radius Contraction and Expansion
(RCE) (iv) Active Contour model Segmentation (v) Fuzzy C-means optimization and Region
selection. The working of these blocks are discussed below.

3.1 Pre-processing

Before actual segmentation, the noise present in the MRI image must be removed for accurate
segmentation result. While filtering, the important features present in the image must be preserved.
Median filter is one of the commonly used filters that remove the noise present in the MRI image
while it preserves the important features such as edge information. Let the original MRI image be
represented as I1(x, y) and the pre-processed image (median filtered) be represented by

I2 x; yð Þ ¼
n
median I1 X ; Yð Þ

o
X ; Yð Þ∈w

n o
ð1Þ

w is the 3 × 3 neighbourhood centered around the pixel position (x, y). The median filter
replaces the pixel at (x, y) by the median value of the nearest neighbour intensities.

3.2 Background minimization

The non-tumor region can be eliminated by background minimization process, while it should
preserves the tumor region. Two level morphological operations are used to minimize the
background. The two level morphological operations include erosion as first level and dilation
as second level.
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(a) Level 1 Morphological reconstruction

The mask for first level erosion is the median filtered image I1(x, y). For easy representation,
the mask image is represented as U. Therefore the mask image U can be eroded from a marker

image M can be represented as reU Mð Þ, where reU Mð Þ ¼ e nð Þ
U Mð Þ with n so that

e nð Þ
U Mð Þ ¼ e nþ1ð Þ

U Mð Þ. Let G1(x, y) be the first level morphological dilated output which is
represented as V for simplicity.
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Fig. 1 Block diagram of proposed segmentation algorithm
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Fig. 2 Centroid estimation and Radius estimation in initial contour detection (a) Centroid estimation (b) Radius
estimation
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(b) Level 2 Morphological reconstruction

Let V be the mask image for dilation process from the marker imageM. Therefore the dilation

process can be expressed as rdV Mð Þ. Where, rdV Mð Þ ¼ d nð Þ
V Mð Þ, with n so that

d nð Þ
V Mð Þ ¼ d nþ1ð Þ

V Mð Þ. The 3 × 3 structuring element for dilation and erosion is represented

as,
0 1 0
1 1 1
0 1 0

2
4

3
5. The output of level 2 morphological reconstruction (erosion and dilation) be

G2(x, y) which is used for initial Contour detection after thresholding process.

(c) Thresholding

The output of level 2 morphological image is G2(x, y). This imageG2(x, y) is segmented using
thresholding process given by the equation,

G3 x; yð Þ ¼ 1 if G2 x; yð Þ ¼ Tr

0 if G2 x; yð Þ < Tr

�
ð2Þ

Tr ¼ max G2 x; yð Þð Þ ð3Þ
The threshold value is chosen as the maximum intensity present in the image. Therefore the
intensity less than the maximum intensity are set as background. Let G3(x, y) be the output of
thresholding process which is used for initial contour detection.

Fig. 3 An example for Centroid estimation and Maximum radius calculation (a) Centroid indicated by red color
(b) Green color is the point where the radius is maximum. In presence of two or more tumor regions, (i.e., if the
background minimization returns two region), centroids are estimated for those two regions individually to
segment the two tumor regions
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3.3 Initial contour detection

Let G3(x, y) be the background minimized image. The accuracy of active Contour model
segmentation depends on the accuracy of initial Contour. So the proposed algorithm uses the
following four steps for identification of accurate intial Contour. (a) Centroid estimation (b)
Maximum radius calculation (c) Circular Contour formation (d) Radius contraction and expansion

(a) Centroid estimation

Let (x1, y1), (x2, y2), ………. , (xn, yn) be the position of n number of edge pixels for the
background minimized image G3(x, y). From the position of edges from the background
minimized image G3(x, y), estimate the Centroid for the ROI (tumor). Let (xc, yc) be the
Centroid estimated from the edge pixel position (x1, y1), (x2, y2), ………. , (xn, yn). Figure 2
(a) shows an example of Centroid estimation (Green color) from the edge pixel positions (Red
color).

The Centroid can be calculated using the relation,

xc; ycð Þ ¼ x1 þ x2 þ…xn
n

;
y1 þ y2 þ…yn

n

� �
ð4Þ

(b) Maximum radius calculation

From the centroid (xc, yc) estimate the distance to the pixels (x1, y1), (x2, y2)………(xn, yn). Let
r1, r2, …. . rn be the n number of distance between Centroid and edge pixels, where the
distance between cetroid and edge pixel can be calculated using,

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xc−xið Þ2 þ yc−yið Þ2

q
ð5Þ

( , )

( , )

Circular Contour

Fig. 4 Maximum Radius and Circular contour formation in Initial Contour detection
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Where, i = 1, 2……n. Figure 2(b) shows the radius estimation for all edge pixels. From n
number of radius r1, r2, …. . rn find the maximum radius rmax by using,

rmax ¼ max r1; r2;…::rnð Þ ð6Þ
Figure 3 a shows an image where Centroid is estimated (indicated by red) and Fig. 3 b shows
an image where maximum radius is estimated (indicated by green). Let (xmax, ymax) be the edge
pixel that has maximum radius rmax as shown in Fig. 4.

(c) Circular Contour formation

With the Centroid (xc, yc) as centre and rmax as radius, draw a circle on a mask having a size
same as MRI image I1(x, y) as shown in Fig. 4 (where brown color circle is the circular
contour). Let the circular contour be represented by Ic(x, y). This circular Contour is Contracted
and expanded to obtain the initial contour.

(d) Radius Contraction and Expansion

The radius expansion is done after performing the radius contraction. The radius
contraction brings the circular contour towards the Region of Interest. Similarly, the
radius expansion moves the Contour that results in radius contraction outwards the
ROI. The radius contraction is done on all position that lies on circular Contour. But
the radius expansion is done on very closer positions of contracted pixels and the
radius expansion is not performed on other contracted position. A contracted position is
considered as closer pixel if the distance (di) between the background minimized edge
pixel location (xi, yi) and contracted position (xi, yi) is less than the expansion threshold
Δ1 (di < Δ1).

Let (x1, y1) (x2, y2)………(xn, yn) be the position of n number of pixel that lies on the edges
of the background minimized image G3(x, y). Let (xc, yc) be the Centroid estimated by the
Centroid estimation stage. The position corresponding to (x1, y1) (x2, y2)………(xn, yn) on
circular contour be (X1, Y1) (X2, Y2)………(Xn, Yn) respectively. Where (X1, Y1) (X2,

(a) (b)

( , )

( , )

Radius Expansion

because ( < Δ )

No Radius 

Expansion because 

( > Δ )

Radius Expansion

because = 0

Type equation here.

( , )

( , )

( , )
( , )

( , )

Radius 

Contraction

No Radius 

Contraction

( , )

Fig. 5 Radius Contraction and Expansion (RCE) in initial Contour detection (a) Radius Contraction (b) Radius
Expansion
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Y2)………(Xn, Yn)can be expressed as (Xi, Yi), i = 1, 2…. . n. The value of (X1, Y1) (X2,
Y2)………(Xn, Yn) can be calculated using Eq. (7) to (14).

If xi > xc and yi ≥ yc

X i ¼ xc þ rmaxcosθi ð7Þ

Y i ¼ yc þ rmaxsinθi ð8Þ
If xi ≥ xc and yi < yc

X i ¼ xc þ rmaxcosθi ð9Þ

Y i ¼ yc−rmaxsinθi ð10Þ
If xi < xc and yi ≤ yc

X i ¼ xc−rmaxcosθi ð11Þ

Y i ¼ yc−rmaxsinθi ð12Þ
If xi ≤ xc and yi > yc

X i ¼ xc−rmaxcosθi ð13Þ

Y i ¼ yc þ rmaxsinθi ð14Þ
where

θi ¼ tan−1
yc−yij j
xc−xij j

� �
ð15Þ

The positions (X1, Y1) (X2, Y2)………(Xn, Yn) or (Xi, Yi) lies on the circular contour as
shown in Fig. 5 (a). The positions (X1, Y1) (X2, Y2)………(Xn, Yn) is contracted, such
that the contracted location (ui, vi) or (u1, v2), (u1, v2), ……. (un, vn) lies to the
midpoint of (Xi, Yi) and (xi, yi). The contracted new edge position (ui, vi) can be
calculated as,

ui; við Þ ¼ X i þ xi
2

;
Y i þ yi

2

� �
ð16Þ

After contraction, the expansion is performed. The expansion is done based on the
expansion threshold (Δ1) The expansion is done if the distance between (xi, yi) and (ui, vi) is
less than the threshold Δ1. After expansion the expanded position (ui, vi) gets modified using
Eq. (17) to (24).
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If xi > xc and yi ≥ yc and di < Δ1

ui ¼ xc þ ui þ Δ2ð Þcosθi ð17Þ

vi ¼ yc þ vi þ Δ2ð Þsinθi ð18Þ
If xi ≥ xc and yi < yc and di < Δ1

ui ¼ xc þ ui þ Δ2ð Þcosθi ð19Þ

vi ¼ yc− vi þ Δ2ð Þsinθi ð20Þ
If xi < xc and yi ≤ yc and di < Δ1

ui ¼ xc− ui þ Δ2ð Þcosθi ð21Þ

vi ¼ yc− vi þ Δ2ð Þsinθi ð22Þ
If xi ≤ xc and yi > yc and di < Δ1

ui ¼ xc− ui þ Δ2ð Þcosθi ð23Þ

vi ¼ yc þ vi þ Δ2ð Þsinθi ð24Þ
where Δ2 is the expansion factor (positive integers)

di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi−uið Þ2 þ yi−við Þ2

q
ð25Þ

The position of edge pixels after radius contraction and expansion is (ui, vi) as shown in Fig.
5(b). Let the edge pixels be (ui, vi) = (u1, v1), (u2, v2)…………(un, vn).The pixels (u1, v1), (u2,
v2)…………(un, vn) are linked to obtain the initial Contour of Active Contour model. The
linking can be done by drawing a straight line between adjacent coordinates of edge pixels (ui,
vi). Figure 6(a) shows an example for radius contraction and expansion process. Here green
color indicates the edges of background minimized image G3(x, y), blue color indicates the
circular contour, Cyan color indicates the contracted contour and Red color indicates the
expanded contour. Figure 6(b) indicates the initial contour of active contour model detected
after radius contraction and expansion (RCE). Let the contour obtained after radius contraction
and expansion be represented by IR(x, y) Fig. 7 [14].

3.4 Active contour model

Let IR(x, y) be the initial contour for active contour model. The Active Contour model is a
segmentation method that was proposed by Kass et al. The segmentation result in Active Contour
model depends on the initial contour. In Active Contour model, the initial Contour IR(x, y) moves to
the boundary of the tumor. The movement of Contour towards the boundary of tumor is driven by
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internal and external forces acting on the Contour. The movement of contour towards the tumor is
done by external force, while the smooth deformation of contour at the boundary is done by internal
forces.When the total energy of the contour is minimum themovement of the contour gets stopped.
The total energy of the snake can be calculated using the expression,

Etot ¼ ∫Es v sð Þð Þds ð26Þ

Fig. 6 An example for radius contraction and Expansion (a) Radius contraction and Expansion process (b) Initial
contour for active contour model detected by radius contraction and expansion process

Inside

Outside

Fig. 7 An example for Initial contour IR(x, y)
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Fig. 8 FCM optimization and Region selection (a) Active contour output (b) Optimized FCM output (c)
Different Regions in FCM output (d) Output after Region selection

Fig. 9 Sample test MRI images from T1-weighted contrast enhanced image dataset with different types of tumor
(a)-(d) Meningioma (e)-(h) Glioma (i)-(l) Pituitary tumor
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Where v(s) is the parametric representation of curve given by,

v sð Þ ¼ x sð Þ; y sð Þ½ � ð27Þ
Ein be the internal energy and Eex be the external energy of the snake. These internal and
external energy are the two components of total energy Etot.

Etot ¼ ∫ Ein v sð Þð Þ þ Eex v sð Þð Þ½ �ds ð28Þ
The internal energy of the snake has two components such as Contour energy (Econ) and spline
curvature energy (Ecur). Therefore the internal energy can be expressed as,

Ein ¼ Econ þ Ecur ð29Þ
The external energy of the Contour also has two components that include, image force (Eim)
and external constraint force (Econstraint).

Eex ¼ Eim þ Econstraint ð30Þ
The snake will move and searches for boundary where Etot is minimum. The movement of
snake stops when the total energy of the contour is minimum. Let I3(x, y) be the tumor region
segmented by active contour model.

3.5 Optimization using fuzzy-C-means clustering

The output of Active Contour model is optimized using Fuzzy-C-means clustering algorithm. Let
I3(x, y) be the segmented output of active Contour model. The boundaries pixel of active contour
model is not accurate which may contain non-tumor region pixels. The Fuzzy-C-means algorithm
aims to minimize the non-tumor region pixels which are segmented by active Contour model.
Therefore the result of FCM contains the accurate (optimized) tumor region. Let the tumor
segmented by active Contour model I3(x, y) contains the N number of pixels represented as,

Fig. 10 Experimental result for Meningioma type tumor segmentation (a) Input MRI image (b) Pre-processed
image (c) Level 1 morphological output (d) Level 2 morphological output (e) Background minimized image (f)
Maximum radius estimation (g) Radius contraction and expansion (h) Initial contour for active contour model (i)
output of active contour model (j) FCM output (k) Region selection (l) segmented and ground truth output
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Pi ¼ P1;P2;…::PNf g ð31Þ
In a Fuzzy-C-means clustering, the number of clusters is represented as u, where 2 ≤ u <N.
Since the FCM optimization algorithm classify the image into two classes foreground and
background, the number of cluster is u = 2. For any cluster j, the degree of membership for
pixel set Pi beMij. Let the cluster centre for jth cluster be Cj. The fuzzy C-means clustering is an
iterative process which can be terminated based on the termination value Δ, where Δ lies

Fig. 11 Experimental result for Pituitary type tumor segmentation (a) Input MRI image (b) Pre-processed image
(c) Level 1 morphological output (d) Level 2 morphological output (e) Background minimized image (f)
Maximum radius estimation (g) Radius contraction and expansion (h) Initial contour for active contour model
(i) output of active contour model (j) FCM output (k) segmented and ground truth output

Fig. 12 Experimental result for Glioma type tumor segmentation (a) Input MRI image (b) Pre-processed image
(c) Maximum radius estimation (d) Radius contraction and expansion (e) Initial contour for active contour model
(f) output of active contour model (g) FCM output (h) Region selection (i) segmented and ground truth output
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between 0 and 1. The membership function and cluster center are updated in each iteration.
The Fuzziness index fand number of iteration T are real number greater than unity.

The FCM algorithm to optimize the output of active Contour model to obtain the accurate
tumor region is as follows.

Step 1. The membership matrix M must be initialized. Let the initial membership M = [Mij]
be M(0).

Step 2. The matrix for centre at any iteration T can be estimated as C(t) = [Cj]
Step 3.

C j ¼
∑N

j¼1M
f
ijPi

∑N
i¼1M

f
ij

ð32Þ

Step 4. After identifying the cluster center Cj, update the membership M(T), M(T + 1) as,
Step 5.

Mij ¼ 1

∑G
T¼1

dij
dTj

� � 2
f −1

ð33Þ

Table 1 Dice-score Comparison of proposed and Traditional methods

Tumor LACM IDNN FCNN+
CRF

CNN Multi
modality

Optimal
Thresholding

Our previous
work

Proposed
work

Meningioma 0.76 0.78 0.78 0.77 0.75 0.76 0.78 0.825
Glioma 0.49 0.51 0.52 0.54 0.55 0.57 0.59 0.64
Pituitary 0.39 0.41 0.42 0.44 0.45 0.47 0.49 0.53

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Meningioma

Glioma

Pituitary

Algorithms

Dice-
score

Dice-score comparison 

Fig. 13 Dice-score comparison of proposed and State-of-the-art methods
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Step 6.

dij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑N

i¼1 Pi−C j
� 	q

ð34Þ

Step 7. Repeat step 2 and 3, if the absolute difference between the membership values of any
two successive iteration is greater than the terminating value Δ.

Step 8.

M Tð Þ−M Tþ1ð Þ

 

≥Δ ð35Þ
Step 9. Stop the iteration if the absolute difference ‖M(T) −M(T + 1)‖ is less than terminating

value Δ.

Based on the distance between the cluster and pixel intensity Pi, the FCM clustering algorithm
assigns membership to each pixel intensity Pi. If the distance between the pixel intensity Pi and
cluster center is high, then the pixel intensity Pi have more membership to the opposite cluster
(background). Let I4(x, y) be the output of Fuzzy-C-means clustering algorithm which has the
optimized tumor region. As the result of clustering the non tumor pixels present in the
boundary gets classified to the background cluster. Figure 8 (a) shows the input image to
FCM algorithm, while fig. 8(b) shows the output of FCM optimization. For the proposed brain

Table 2 Sensitivity Comparison of Proposed and Traditional methods

Tumor LACM IDNN FCNN+
CRF

CNN Multi
modality

Optimal
Thresholding

Our previous
work

Proposed
work

Meningioma 0.59 0.62 0.61 0.61 0.63 0.65 0.67 0.71
Glioma 0.41 0.43 0.43 0.45 0.47 0.49 0.51 0.55
Pituitary 0.38 0.36 0.36 0.38 0.4 0.42 0.44 0.49

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

Meningioma

Glioma

Pituitary

Algorithms

Sensitivity

Sensitivity Comparison 

Fig. 14 Sensitivity Comparison of proposed and State-of-the-art methods
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tumor segmentation algorithm, we have set the parameters such as fuzziness index f, the
termination value Δ and number of iteration as 2, 0.001 and 100 respectively.

3.6 Region selection

The image I4(x, y) contains multiple segmented regions inside a tumor as shown in Fig. 8 (c).
These small regions inside the tumor are of small size and can be minimized. Let R1, R2,…….
. RL be the L number of regions present in the image I4(x, y) , which includes the actual tumor.
Let the perimeter of the regions R1, R2, ……. . RL be Pe1, Pe2, ……. . PeL respectively.

The accurate region Rac can be selected from R1, R2,……. . RL, where Rac is the region that
has maximum perimeter. The accurate region forms the segmented image Z(x, y) as shown in
Fig. 8(d). The next section shows the experimental results of the proposed brain tumor
segmentation Fig. 9 [10].

4 Experimental results

The performance of the proposed segmentation algorithm was evaluated using T1-weighted
contrast enhanced image dataset that contains the MRI images of 233 patients. These MRI
images contain the tumor types such as Glioma, Meningioma and Pitutary. The dataset has
1426 Glioma, 708 Meningioma and 930 Pitutary type tumor images.The size of each MRI

Table 3 Specificity comparison of proposed and traditional methods

Tumor LACM IDNN FCNN+
CRF

CNN Multi
modality

Optimal
Thresholding

Our previous
work

Proposed
work

Meningioma 0.87 0.92 0.89 0.92 0.94 0.94 0.96 0.975
Glioma 0.89 0.91 0.88 0.92 0.92 0.93 0.94 0.962
Pituitary 0.89 0.89 0.87 0.9 0.9 0.91 0.91 0.935

0

0.2

0.4

0.6

0.8

1

1.2

Meningioma

Glioma

Pituitary

Algorithms

Specificity

Specificity comparison

Fig. 15 Specificity Comparison of proposed method with state-of-the art methods
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images are 512 × 512. The MRI images are filtered (pre-processed) using a 3 × 3 median filter.
The pre-processed MRI image is subjected to actual segmentation. The two level morpholog-

ical process such as dilation and erosion uses a 3 × 3 structuring element
0 1 0
1 1 1
0 1 0

2
4

3
5. The

performance of proposed segmentation algorithm can be measured using the metrics such as True
negative rate, True positive rate, Dice-score, Probabilistic rand index (PRI) and Hausdorff distance
(HD). True negative rate (specificity) is the measure of negatives that are correctly identified. True
positive rate (sensitivity) is the measure of positives that re correctly identified. The matching of
proposed segmentation output and ground truth results can be estimated using Dice-score.

True negative rate ¼ tn
tn þ f p

ð36Þ

True positive rate ¼ tp
tp þ f n

ð37Þ

Dice score ¼ 2� tp
f n þ 2� tp þ f p

ð38Þ

In Eq. (36), (37) and (38) the true positive (tp), true negative (tn), false positive (fp) and false
negative (fn) are calculated by comparing, the segmented result with the ground truth result.
True negative (tn) represents if the output is identified as tumor, while the ground truth is non-
tumor. The the true positive (tp) represents if the output is identified as tumor, while the ground

Table 4 PRI (Probabilistic Rand Index) Comparison of proposed and previous work

Method Meningioma Glioma Pituitary tumor

Previous work without FCM 0.9124 0.9234 0.8932
Previous work with FCM 0.9684 0.9532 0.9321

Proposed work without FCM 0.9372 0.9415 0.9106
Proposed work with FCM 0.9783 0.9672 0.9499

Fig. 16 Some sample segmentation results of the proposed algorithm
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truth is also tumor. False negative (fn) represents, if the output is identified as non-tumor while
the ground truth is tumor. False positive (fp) represents, if the output is identified as non-tumor,
while the ground truth is also non-tumor.

Probabilistic Rand Index (PRI) estimate the fraction of pairs whose labelling such as tumor
region and non-tumor region are consistent between the segmentation output and ground truth
result. If PRI is 1, then it indicates that the segmentation result and ground truth results are
identical. Similarly, if PRI is 0, then it indicates that there is no similarities between the
segmentation result and ground truth result.

PRI ¼ A1 þ A2

A1 þ A2 þ B1 þ B2
ð39Þ

0.84
0.86
0.88

0.9
0.92
0.94
0.96
0.98

1

PRI Score

Previous and proposed Algorithms

PRI Comparison

Meningioma

Glioma

Pitutary tumor

Fig. 17 PRI comparison of proposed and previous work

Fig. 18 HD measurement (a) MRI Input image (b) Pre-processed image (c) Level 1 morphological output (d)
Level 2 morphological output (e) Thresholding output
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Where, B1 + B2 is the difference between the ground truth result and segmented pixel result,
A1 + A2 is the similarly between the ground truth result and segmented pixel result.The
performance of the proposed segmentation algorithm was compared with the stat-of-the-art
segmentation algorithms such as Gaussian Mixture model [22], K-means algorithm [35],
Fuzzy-C-means algorithm [20], New threshold approach [18], Interactive segmentation [38]
and our previous work [32] using Greedy snake algorithm with FCM optimization.

For the experimental results and analysis, the expansion threshold Δ1 and expansion factor
Δ2 are set as 10. The number of iteration in active contour model is 200 and for FCM
clustering, the number of cluster is fixed as 2. Figure 10 shows the segmentation of Menin-
gioma tumor, where Fig. 10 (l) shows the comparison of ground truth result (Red color) and
proposed segmentation result (Green color). From the Fig. 10 (l), it is clear that proposed
segmentation result closely matches with the ground truth result.

Figure 11 shows the segmentation of Pituitary tumor, where Fig. 11 (k) shows the
comparison of ground truth result (Red color) and proposed segmentation result (Green color).
From the Fig. 10 (k), it is clear that proposed segmentation result closely matches with the
ground truth result.

Figure 12 shows the segmentation of Glioma tumor, where Fig. 12 (i) shows the comparison of
ground truth result (Red color) and proposed segmentation result (Green color). While comparing

Table 5 HD measurement for different value of Δ1and Δ2

Parameter RCE output Initial 
contour

Active contour 
output

FCM output HD

3

3.4641

3

3.3166

3.4641
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the output of Glioma tumor, Meningioma tumor and Pituitary tumor, the segmented output of
Meningioma tumor and Pituitary tumor highly matches with the ground truth result.

Table 1 shows the Dice-score comparison of proposed method with the traditional methods.
The proposed work provides a Dice score of 0.825, 0.64 and 0.53 for the tumor Meningioma,
Glioma and Pituitary respectively, which is higher than our previous work [32] that uses
Greedy snake model and FCM optimization. Also the Dice score of the proposed method is
higher than the traditional methods as depicted in Fig. 13.

Table 2 shows the Sensitivity Comparison of proposed method with the traditional
methods. The Sensitivity of the proposed segmentation method is higher than the state-of-
the art methods including our previous work. The sensitivity of the proposed method was
found to be 0.71, 0.55 and 0.49 respectively for the tumor Meningioma, Glioma and Pituitary
respectively. Figure 14 shows the graphical comparison of Sensitivity.

Table 3 shows the Specificity comparison of proposed work with the traditional method. The
Specificity of the proposed method was found to be 0.975, 0.962 and 0.935 for the tumor types

Table 6 HD measurement for different types of tumor

Meningioma Tumor Glioma tumor Pituitary Tumor

Input MRI 

Image

Segmented 

output and 

HD

Input MRI 

Image

Segmented 

output and 

HD

Input MRI 

Image

Segmented 

output and 

HD

Table 7 Confusion matrix for the proposed segmentation algorithm

Tumor No. of tumor
images

No. of Correctly segmented
tumors

No. of Incorrectly segmented
tumors

Accuracy

Meningioma 708 684 24 0.97
Glioma 1426 1272 154 0.89
Pituitary 930 821 109 0.88
Total 3064 2777 287 0.91
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Meningioma, Glioma and Pituitary respectively.While comparing Table 1, Table 2 and Table 3 it is
clear that the Dice-score, Sensitivity and Specificity of the proposed work is high than the traditional
methods such as LACM (Localized active Contour model) [19], CNN (Convolutional Neural
Network) [34], IDNN (Incremental Deep Neural Network) [24], FCNN+CRF [40],Multi-Modality
[21], Optimal thresholding [33] and our previous work [32].

Figure 15 shows the Specificity comparison of proposed method with the state-of-the art
methods. Table 4 shows the PRI comparison of our proposed work with our previous work. In
both proposed and previous work, the FCM optimization increases the PRI value. The
proposed method provides a PRI of 0.9106 and 0.9499 without and with FCM respectively.

Figure 16 shows some of the sample segmentation results of proposed algorithm. Here red
color shows the ground truth results, while green color shows the segmentation results of
proposed algorithm.

Figure 17 shows the graphical comparison of PRI for our proposed and previous work for
the tumor types Meningioma, Glioma and Pituitary. The maximum surface distance can be
estimated using Hausdorff distance. The Hausdorff distance specifies the maximum difference
between the tumor size. Let the proposed segmentation output be represented as Pr and the
ground truth result be represented as Gr, then the Hausdorff distance can be expressed as,

HD ¼ max H Pr;Grð Þ;H Gr;Prð Þð Þ ð40Þ

H Gr;Prð Þ
�
¼ maxx∈Grminy∈Pr x−yj j ð41Þ

Fig 18 (a) shows the MRI input image where the RCE output, Initial contour, Active
contour output, FCM output and the HD values are shown in Table 5 for different values of
Δ1and Δ2. The expansion threshold Δ1 is varied as 10,5 and 7, while the expansion factor Δ2 is
varied as 10,5 and 3. The HD is minimum for Δ1 = 10 or 5, while Δ2 = 10 . In Table 5 the HD is
3 for Δ1 = 10 or 5, with Δ2 = 10. This shows that, in proposed segmentation the accuracy of
segmentation depends on the expansion threshold Δ1 and expansion factor Δ2.

Table 6 shows some of the input images and its segmented output and HD values for
different types of tumor. For the Meningioma tumor the HD provides minimum value of
1.7321 and maximum value of 3.873. For the Pituitary tumor the HD provides minimum value
of 3.7417 and maximum value of 4.899. For the Glioma tumor the HD provides minimum
value of 3.873 and maximum value of 4.899.

The average Hausdorff distance for Meningioma, Glioma and Pituitary tumor was estimat-
ed as 2.92, 4.52 and 3.76 respectively. In all the tumor types the average HD values are less
than 5 and it shows that the segmentation result highly matches with the ground truth results.

Table 7 shows the Confusion matrix for the proposed segmentation algorithm. The
meningioma, Glioma and Pituitary has an accuracy of 0.97, 0.89 and 0.88 respectively. The
proposed segmentation algorithm has a overall accuracy of 0.91. The next section shows the
conclusion of the proposed segmentation algorithm.

5 Conclusion

The paper proposed a novel brain tumor segmentation algorithm on MRI images that uses
Radius Contraction and Expansion approach (RCE). This method initially minimizes the
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background using two level morphological operations that includes dilation and erosion along
with thresholding. The background minimized image is subjected to active Contour model
segmentation. The initial Contour of Active Contour model is estimated by process of Radius
estimated and Radius Contraction and Expansion. This proposed initial Contour detection
method increases the segmentation accuracy in active Contour model. The boundary pixels of
active Contour output also contain the pixels that belong to non-tumor region. Therefore
Fuzzy-C-means algorithm is used to optimize the output of Active Contour model. The
performance of the proposed Active Contour model was evaluated using the metrics such as
Sensitivity, Specificity, Dice-score, PRI and Hausdorff distance. The experimental results of
the proposed algorithm were compared with the traditional brain tumor segmentation algo-
rithm. The sensitivity, Specificity and Dice-score are found to be higher than the traditional
brain tumor segmentation methods. In the proposed system, the meningioma tumor provides a
high Dice-score, Sensitivity and Specificity when compared to Glioma and Pituitary tumor.
The Dice-score, Sensitivity and Specificity of the Meningioma tumor was found to be
0.825,0.71,0.975 respectively. The PRI of proposed work is higher than the previous work.
Also the average HD values are less than 5 in all the tumor types. This shows that the proposed
segmentation result highly matches with the ground truth results. Thus the experimental results
reveal that the proposed brain tumor segmentation algorithm shows a better performance that
the State-of-the art brain tumor segmentation methods.
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