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Abstract

Person re-identification (re-ID) has recently been tremendously boosted due to the
advancement of deep convolutional neural networks. Unfortunately, the majority of deep
re-ID methods focus on supervised, single-domain re-ID task, while less attention is paid
on unsupervised domain adaptation. Therefore, these methods always fail to generalize
well to real-world scenarios, which have attracted much attention from academia. To
address this challenge, we propose a joint unsupervised domain adaptive re-ID method,
named HCTL, which is aided by Hierarchical Clustering and Transfer Learning. Specif-
ically, our method performs camera invariance learning using iStarGAN by transferring
style of reliable images, which is mined by hierarchical clustering, to the style of other
cameras in target domain. During training stage, HCTL integrates TriHard loss on top of
ResNet-50 to reduce intra-class variance among dataset and enforce connectedness
simultaneously between source domain and target domain. Comprehensive experiments
based on Market-1501, DukeMTMC-reID and CUHKO3 are conducted, results indicate
that our method robustly achieves state-of-the-art performances with only a few reliable
samples in target domain and outperform any existing approaches by a large margin.

Keywords re-ID - Unsupervised domain - Hierarchical clustering - TriHard loss

1 Introduction

Person Re-Identification (re-ID) has been attached with increasing attention in the computer
vision community recently, due to its importance for many vision-related application,
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including content-based video retrieval, robotics, human computer interaction, and so forth.
Given an image of the person we are interested, the goal of the re-ID is to find the other images
of the same person captured by different cameras or same cameras in a different time, even if
the pedestrian identities are unseen before.

Encouraged by the remarkable success of deep learning methods and the availability of
large scale re-ID datasets, performance of person re-identification has been significantly
boosted. For example, the rank-1 accuracy on DukeMTMC-reID [17] has been improved
from 25.13% [27] to 85.95% [8], the rank-1 accuracy of single query on Market-1501 [27]
have been improved from 43.8% [12] to 93.68% [8], so deep feed-forward architectures has
brought impressive advances to the state-of-the-art across a wide variety of re-ID tasks, which
leads to a significant improvement in pedestrian retrieval system.

Although the performance is pleasing with current datasets, there still remain some
issues hindering the application of unsupervised domain adaptive re-ID task. In fact,
these leaps in performance come only when a large amount of labeled training data is
available, in addition, training and testing data is in the same feature space or follow the
similar distribution. However, this assumption may not hold for many practical situa-
tions, where the training data and testing data are in different domain. It may be still
possible to obtain training sets which are big enough for training large-scale deep
models, but that suffer from the shirt in data distribution from the actual data encoun-
tered at “test time”, which is named as “domain gap” in cross domain re-ID task. To be
more specific, training and testing on different domain (or datasets) results in severe
performance drop, even below the level of hand-crafted features, e.g., the model trained
on Market-1501 only achieves the rank-1 accuracy of 18.5% [16] when tested on
DukeMTMC-relID, in such cases, supervised, single-domain re-ID methods may lose
the generalization ability in real-world scenarios, where domain-specific labels are not
available, so person re-ID is still very challenging. As shown in Fig. 1, domain gap could
be caused by dataset bias, such as image resolution, human pose changes, scene
variations and seasons, even background in different datasets. These challenges highlight
the inevitable need for powerful and robust feature for person re-ID, because available
training samples can not be effectively leveraged for new target domains since the
feature spaces and the marginal probability between training and testing datasets are
different. In our setting, the source domain is fully annotated while the unknown target
domain does not have ID labels since annotatingperson ID labels is expensive. To
address this problem, some transfer learning methods [2, 24] have been used for
narrow-down or eliminate the domain gap, other works [11, 13, 15, 25, 29] take
advantage of GAN model for sample generation, and focus on the development of
effective features to describe visual appearance of person or an appropriate metric to
measure the similarity among person images. Not surprisingly, these approaches have
expressed their power in single-shot re-ID problem for domain adaption. However, these
works either require large auxiliary information about target domain or employ both the
attribute and identity labels to learn atransferable model for discriminative representation,
which is not realistic in real-world scenarios. So, further progress in this task is needed.

In this paper, we focus on the unsupervised domain adaptation in person re-ID task as
it is more common in real-life applications, and propose a joint unsupervised learning
framework HCTL through exploiting more reliable unlabeled samples in target domain to
perform camera invariance and domain connectedness learning. Compared with existing
domain adaptation techniques, our method can achieve better performance with less
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Fig. 1 Illustration of the domain gap in Market-1501(/eff), DukeMTMC-relD (middle) and CUHKO03(right). The
differences among different datasets in lighting or background, and large variance among images of the same
person make person re-ID challenging

unlabeled data in target domain, and free human from heavy data annotations. On the
other hand, aiming to facilitate the research towards applications in realistic scenarios,
the returned rank-M images are then re-ranked with k-reciprocal encoding algorithm
[31], which can significantly boost the performance of unsupervised domain adaptive re-
ID task. To the best of our knowledge, this is the first attempt to explicitly take the
limited reliable images into account to perform camera invariance learning in the target
set, which is instructive to construct a high-quality re-ID dataset and enable the interac-
tion of fine-grained feature among different datasets.
In summary, the main contributions of the proposed method are as follows:

*  We introduce a joint unsupervised learning framework HCTL, which can exploit the
reliable unlabeled samples to boost the performance of re-ID in a completely unsupervised
manner.

* A novel iStarGAN network is designed to perform camera invariance learning, which is
capable of achieving the camera invariance property in an unsupervised fashion and
progressively enhance the diversity of the generated images.

* The extensive experiments compared with the state-of-the-art methods on benchmark
datasets verify the effectiveness of the proposed method.

In the rest of the paper. we first review some related works of person re-ID in Section 2. Then in
Section 3, we give the learning procedure of the proposed joint unsupervised domain adaptation
model HCTL. Extensive evaluations compared with state-of-the-art and comprehensive analyses
of the proposed approach are reported in Section 4. Conclusions are given in Section 5.

2 Related work

In this section, we have a brief review on related work about unsupervised domain adaptive re-
ID task. The mainstream idea of the existing unsupervised re-ID methods is to learn a
discriminative model for target domain. These methods can be roughly divided into hand-
crafted based approaches and deep learning based approaches.
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Technically, there are mainly two fundamental components we need to consider for a
conventional person re-ID framework: discriminative feature extraction and similarity metrics
by computing distance. Traditional studies [4, 18, 21] related to hand-crafted systems for
person re-ID aim to design or learn robust feature for person re-ID, e.g., Farenzena et al. [4]
presented an appearance-based method with overall and local chromatic content. Rui et al. [18]
proposed an approach of learning mid-level filters from automatically discovered patch
clusters for person re-identification, which reaches the balance between discriminative power
and generalization ability. Besides directly using mid-level color and texture features, some
methods also strive to utilize pedestrian attributes which aremore robust to image transforma-
tions [14]. Unfortunately, these hand-crafted feature based models always fail to produce
competitive results on large-scale datasets. The main reason is that these early works are
mostly based on heuristic design, and thus they could not learn optimal discriminative features
on current large-scale dataset.

Recently, deep learning based methods have tremendously pushed forward the boundary of
re-ID, as well as bike-person re-ID [26]. These methods focus on designing various deep CNN
structures to learn discriminative feature embeddings and/or strive to devise better loss
functions for training the networks, but for contrastive loss [30], since it may leads to over-
fitting when the number of images is limited. Another choice in unsupervised domain adaptive
re-identification consists in deploying clustering [3, 22] to exploit the similarity among
identities in target domain. For example, a self-weighted multiview clustering method [22]
is proposed to cluster feature points by incorporating their motion and context similarities in
crowd scenes. Fan et al. [3] propose a progressive unsupervised learning method PUL
consisting of clustering and fine-tuning the network, which is similar to our self-training
scheme. While, PUL only focuses on unsupervised learning, not unsupervised domain adap-
tation. In addition, their iteration framework is not guided by specific assumptions thus having
no theoretical derived loss functions. Recently, Zhong et al. [32] first propose a HHL method
to learn camera-invariant network for the target domain. However, HHL overlooks the latent
positive pairs in the target domain, this might lead the re-ID model to be sensitive to other
variations in the target domain, such as pose and background variations. Additionally, it
requires large auxiliary information about target domain to learn a camera-invariant model,
which is not practical in real-world scenarios.

It is known that Generative Adversarial Networks (GAN) [2, 9, 24, 29] have been shown to
be effective to produce state-of-the-art results for person re-identification in unsupervised
domain adaptation and several related methods [23, 32] have been proposed to progressively
narrow-down the domain gap between source and target dataset, for example, SPGAN [2]
learns a similarity preserving GAN model by using the negative pairs to improve the image-
image translation model, Wei et al. [24] proposed a Person Transfer GAN network to bridge
the domain gap between two different style of datasets and migrate pedestrian style of one
dataset to another one. Similarly, Wang et al. presented a SSIM Embedding Cycle GAN to
transform the synthetic image to the photo-realistic image. However, most of existing unsu-
pervised domain adaptation methods assume that class labels are the same across domain,
while the person identities of different re-ID datasets are totally different. Hence, the ap-
proaches mentioned above failed to be utilized directly for the problem of unsupervised
domain adaptive re-identification.

Motivated by these works, we explicitly consider the intra-domain image variations caused
by cameras and propose to generate unlabeled images to enhance the performance of cross-
domain re-ID task. Specifically, a pre-trained re-ID model is used to guide the training of GAN
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and make the generated samples more adaptive to person re-ID task in target domain. In this
paper, we address the unsupervised domain adaptive re-ID task with proposed joint learning
method HCTL to learn the domain invariant feature fordescribing the human identity across
distinct domain.

3 Proposed approach

In this section, we will introduce our approach to single-shot re-ID problem. First, we
start with a formal formulation of this problem, and then briefly look back on the
baseline network structure for feature representation learning, each component of our
method are presented alternately. In total, the framework of the proposed approach is
shown in Fig. 2.

3.1 Formulation

In single-shot re-ID task, we are given a labeled source set {Xj, Y;} consisting of N; person
images. Each image x, corresponds to a label y,, where y,€ {1,2, ..., M}, and M is the
number of identities. We also have N, unlabeled target images from unlabeled target set X,. The
identity of each target image X, is unknown. We compute the distance (or similarity) of these
two images xj, x, € {X, Y} by:

D(x1,2%2) = [lg(f(x1)-g(f ()2 (1)

Here f{*) is a feature extractor that extracts discriminative feature for each image, and g(*)
is an aggregation function that aggregates image level features to sequence level feature.
We then use it to rank all the queries. In unsupervised domain adaptive re-ID task, which
means that between source domain and target domain, either the term features are
different between the two sets, or their marginal distributions are different. On the whole,

CTOSS

entropy re-rank
loss far

distance

O000O0

Labeled 1~ T Unlabeled 1~ T “Generated 1~ T Y Reliable 3 cross-entropy loss > TriHard loss
Source Dataset . _'Target Dataset images ! samples
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Fig. 2 The framework of the proposed approach, HCTL, integrated with two kinds of loss during training stage:
cross-entropy loss for classification and TriHard loss for similarity learning, which imposes camera invariance to
the model, one TriHard loss is learned through source domain and target domain, another TriHard loss is
constructed by unlabeled target samples collected by clustering strategy and their corresponding cameras style
transferred samples. Specifically, the re-ranking strategy is deployed to further improve re-ID accuracy in real-
world scenarios. Best viewed in color
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the goal of this paper is to leverage both labeled source training images and unlabeled
target training images to learn discriminative embeddings of target test-set. In addition,
when there exists some relationship, explicit or implicit, between the feature spaces of
the two domains, we say that the source and target domains are closely related in some
degree.

3.2 Baseline overview

ResNet is a well-known network structure to extract feature from lots of images dataset, which
is widely used in the field of detection, segmentation and identification. We use ResNet-50 [6]
as our baseline to extract feature in re-ID dataset. Assuming that there is a lot of labeled images
of source domain and unlabeled images of target domain, we can obtain a ID-discriminative
embedding (IDE) [28] for person re-ID task. At the same time, in order to create more fake
images to train our model, we use GAN network to generate more re-ID image with different
camera styles in target domain. Following the baseline training strategy [34], we obtain a
strong baseline on Market-1501 and DukeMTMC-relD datasets. Specifically, we can achieve
rank-1 accuracy of 32.9% on DukeMTMC-relD, training on Market-1501, which is serving as
a backbone in our experiment.

Metric learning is also a method widely used in the field, unlike feature learning, metric
learning aims to learn the similarity of two images through the network. On the issue of
pedestrian recognition, the similarity of different pictures related the same pedestrian is greater
than the different pictures of different pedestrians. In this paper, we apply the cross-entropy
loss to cast the training process as a classification problem. The cross-entropy loss is written as,

R G : ~
B == _zl{yonogy + (l—y(l))log (l—y )} 2)
§ 1=

where n, is the number of labeled training images in a batch, y(i) is the predicted
probability of the input belonging to ground-truth class y@. In this work, if not
specified, this model is regarded as our baseline to learn the ID-discriminative
embedding throughout this paper.

3.3 Camera style transfer in target domain

There is a very intuitive understanding of camera invariance that the same person should
be recognized as long as this person is taken a picture by camera. Unfortunately, most of
re-ID models fail to perform well when facing cross-camera problems due to the disturbing
factors. Considering the fact that variation of image style between different cameras in
target domain is a critical influencing factor during person re-ID testing procedure [32]. In
this paper, we propose a novel StarGAN-based architecture iStarGAN to generate images
between multiple cameras in target domain, which is capable of achieving the camera
invariance property in an unsupervised fashion and progressively enhance the diversity of
the generated images. To this end, we train a deep residual network to transform the feature
of images captured by one camera to appear as if they were sampled from other different
cameras in target domain while maintaining the self-similarity with constraints. We
emphasize that such information should not be the background or image style, but should
be underlying and latent. To fulfill this goal, we integrate a SiameseNet with StarGAN, as
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relu
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blocks

Fig. 3 iStarGAN consists two components: a StarGAN (TOP) and an SiameseNet (BOTTOM). The residual
blocks in generator are employed to learn the residual representation between the pooled features from “conv2d”.
The discriminator takes the features of different images and the enhanced representation of domain features as
inputs and tries to distinguish them, and the SiameseNet learns a latent space that constrains the learning
procedure of mapping functions

shown in Fig. 3. During training, StarGAN is to learn [N % (N — 1)]/2 mapping functions
between N domains. To make the generated images indistinguishable from real images, we
adopt an adversarial loss in Eq. 3.

L aav = Bx[log Dyye(x)] + By [log (1-Dse(G(x, ¢)))] (3)

where G generates an image G(x, ¢) conditioned on both the input image x and the target
domain label ¢, while D tries to distinguish between real and fake images.

Technically speaking, an n-dimensional one-hot vector ¢ is deployed to allow
StarGAN to learn [N % (N — 1)]/2 mapping functions. When training StarGAN for camera
transferring, we use the domain label ¢ defined in Eq. 4 as input to the generator, with n
being the number of cameras of specific dataset. When performing camera transferring in
multiple domain, the generator learns to ignore the unspecified labels for the remaining
n-1 unknown labels with help of mask vector m, and focuses on the explicitly given
label. For the remaining n-1 unknown labels we simply assign zero values. In our
experiments, we utilize the Market-1501 and DukeMTMC-reID datasets, where # is 6
and 8, respectively.

c=le1y ... cnym] (4)

Especially, to enhance the identity consistency and self-similarity of an image before and after
translation, SiameseNet is deployed to learn a latent space that constrains the learning of
mapping function. Note that, we select training pairs in an unsupervised manner, and do not
require corresponding image pairs which is the same person captured from different cameras in
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target domain. We utilize the contrastive loss [5] to train the SiameseNet without additional
annotations.

L eonlisx1, %) = (1=i){max (0, M—d)}* + id* (5)

where x; and x, are a pair of input vectors, d denotes the Euclidean distance between
normalized embeddings of two input vectors, and i represents the binary label of the pair.
i=1 if x; and x, are positive pair; i =0 if x; and x, are negative pair. M € [0, 2] is the margin
that defines the separability of the negative pair in the embedding space. When M = 0, the loss
of negative training pair is not back-propagated in the system. When M >0, both positive and
negative sample pairs are considered. A larger M means that the loss of negative training
samples has a higher weight in back propagation.

In the experiment, our improved iStarGAN model learns with both unlabeled target images
and their counterparts with same ID by imposing the camera invariance constraint to achieve
the camera invariance property in target domain. With the learned iStarGAN model to perform
camera invariance learning, we can generate new target images that preserve the person
identity and reflect the style of another camera, e.g., we have real unlabeled images x; ;
collected by camera j (je {1,2,...,m} in the target domain, iStarGAN generates m fake
images, denotes as x’,_l, x;,z’ x;ﬁ, e x;‘m, which more or less contain the same person with
X;,; but whose camera styles are similar to camera 1, 2, 3, ..., m, respectively. It is worth noting
that the m images include the one transferred to the style of camera j, that is, the style of the
real images x, ;. One example of the fake images generated by iStarGAN are shown in Fig. 4.
Quantitative analyses of camera style transfer are to be viewed in Section 4.4.

3.4 Cross-domain learning

In this section, we propose principled approach aided by TriHard loss to build the stronger
connectedness between the source domain and the target domain in the feature space.
Generally speaking, TriHard loss can randomly sample three images from the training data,
and optimize the embedding space such that data points with the same identity are closer to
each other than those with different identities. It has been shown extensively that mining hard
negatives is more important in learning a discriminative embedding than naively learning from
all visual samples [7, 19, 20]. Selecting hard samples for the training model through hard
mining has been shown to be effective, if trained sample pairs are not hard training pairs, then
this is not conductive to being better representation of network learning. In fact, many
pioneering works have been found that mining of hard triplets when using TriHardloss can
improve the generalization ability of the network. To the best of our knowledge, TriHard loss

iStarGAN

ey

Cam M Cam M->1  Cam M->2

Cam M->N

Fig. 4 Example of multi-camera image-to-image translation using our proposed iStarGAN
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is an effective method to select the hardest positive and negative training pairs in person re-ID
training. In this paper, % yipier1 and £ yipiery can be defined as:

- 1 A
~Ztripletl = N—l hz: ( m?-xns da.,pf Il’llelW da,n + m) (6)
aebatch PE{~"A}1:1 nE{x, i N
17 _ _ .
“% tripler2 = Ny aen e?l’a})f”’ da,p mlvn ; daﬁn +m (7)
PEVH S i ne{x’:}l
i=1 +

where m denotes margin of TriHard loss, N, N, demote the number of samples in the batch; p

. .. . . . i i i)
and n are the collections of positive pairs and negative pairs. {xs}izl, {xt}i:1 and {x ,}iZI

represent labeled source domain samples, unlabeled target domain samples and their corre-
sponding camera transferred samples, respectively.

In this paper, we propose to jointly learn camera invariance and cross-domain connected-
ness using cross-entropy loss and TriHard loss in a training batch. To be more specific, there
are labeled source images, unlabeled target images and their corresponding camera-style-
transferring images. Finally, the over all objective loss function (Fig. 2) in a training batch is
expressed as:

"—Z’our = :Z/cross + Oé*‘:zrtripletl + (1704) *"—Z’tripletZ (8)

The proposed network is trained to minimize the three loss functions jointly. To figure out
which objective function contributes more, we train the identification model with different loss
functions separately, following the learning rate setting in Section 4.2. First, we train the
models with cross-entropy loss function. Then, TriHard loss function is employed with cross-
entropy to train the network jointly until two objectives both reaching convergence. The
experiment details can be accessed in Section 4, our re-ID model with two kinds of objective
loss outperforms the one trained individually. This result has been confirmed on the backbone
ResNet network structures.

3.5 Data reducing in target domain

Section 3.3 describes that we can generate more fake images in target domain by using
iStarGAN network. In real scenarios, it is not practical to use all samples to perform
camera style transfer since latent feature of generated images will overlap with real
images. That is to say, selecting some reliable samples from target domain to perform
camera style transfer is needed. Existing method such as k-means algorithm [3] fails to
work because we can not get the identity information of target domain, or how many
identities in unknown domain. To address this problem, an improved Hierarchical
Clustering Algorithm is deployed to solve this problem in unsupervised domain adap-
tive re-identification. The optimization procedure of Hierarchical Clustering is presented
in Alg. 1, which combines two closed clusters by calculating the distance between
different categories. It is an effective way for us to obtain some reliable and represen-
tative images in an unknown target domain, which is combined with images in source
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domain to construct TriHard loss. Illustration of the learning procedure can be shown in
Fig. 5.

Algorithm 1 Procedure of improved hierarchical clustering algorithm.

Input: Unlabeled data {xi}flzl; Number of clusters N,; Distance Metric learning function d.
Output: N, clusters of unlabeled data.

1: Initializing each sample in {x;}Y, as one cluster;

: repeat

: Finding two nearest clusters C;x, C/* with metric function d;

: Combining two clusters Cjx, Gy : C=Cjx0Cjs;

: until Number of clusters = N,

: return % = {Cy;Cs,...,Cx )

AN AW N

At the beginning, hierarchical algorithm is deployed to cluster target images into N, clusters
based on currently setting, and then randomly sample one image from each cluster to compose
training data of target domain. In essence, it depends on the Euclidean distance in clustering.
Clustering is performed to select some reliable instances and generate a reliable training set,
which can be used to perform camera invariance learning in Section 3.3.

In this work, we propose to learn camera invariance and domain connectedness simulta-
neously to obtain more generalized person embeddings on the target domain. In essence, it
depends on the camera transfer model iStarGAN to degrade to variation of image style
between different cameras, additionally, a hierarchical clustering algorithm is deployed to
exploit more reliable and representative samples to provide auxiliary information for our
discriminative feature learning model.

4 Experiments
4.1 Datasets

To test the accuracy and validate the effectiveness of the proposed method, three large-scale
public datasets are employed in our experiments.

Market-1501 [27] contains 6 cameras from campus in Tsinghua University. Specially,
one of cameras is a low pixel, it has 32,668 labeled images of 1501 identities. At the same
time, Market-1501 is divided into train-set and test-set. The training set contains 12,936
images from 751 identities and the test set contains 19,732 images from 750 identities,
meanwhile, there are some distractors in the dataset.

DukeMTMC-relD [17] is collected from campus with 8 cameras. Similar to the division
of Market-1501 dataset, it has 36,411 labeled images belonging to 1404 identities, which
contains 16,522 training images from 702 identities, 2228 query images from another 702
identities and 17,661 gallery images.

CUHKO3 [10] contains 14,096 images which are collected by the Chinese University of
Hong Kong, the images are taken from only 2 cameras. In fact, CUHKO3 dataset has two
train / test settings: using labeled bounding boxes and using DPM detected bounding
boxes. Detected setting is used in our experiment because it is more closer to practical
scenarios. Considering that images in CUHKO03 do not have labels of camera ID, so we
use CUHKO3 only as source domain instead of the target domain.
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Feature space

step 2 step N

Feature extraction
step 1

step N+1
Select one sample from each cluster

Unlabeled Target Dataset person 1 person 2 person N

Fig. 5 An illustration of unlabeled data clustering procedure with hierarchical clustering in the feature space. As
the cluster model goes on, more challenging data can be mined. Eventually, we randomly select only one reliable
sample from each cluster to perform camera invariance learning

4.2 Implementation details

In experiment, we adopted PyTorch to implement and train our cross-domain learning
network. Our network is modified based on the ResNet-50 [6], following the baseline training
strategy introduced in [33] on 4 Tesla P100 GPU. Specifically, we keep the aspect ratio of
input images and resize them to 256 x 128. In training, random cropping and random flipping
are applied. In testing, we extract the output of the 1024-dim Pool-5 layer as the image
descriptor and use the Euclidean distance to compute the similarity between thequery and
database images. All experiments are conducted on a server equipped with a Intel Xeon E5-
2690 V4 CPU.

In order to make our method more robust to parameters changes. In the following
experiment, we set M =2 in Eq. 5 as the margin of the contrastive loss, m=0.3 in Egs. 6
and 7 as the margin of the TriHard loss, «=0.6 in Eq. 8, learning rate 7=0.1 and training
times epochs = 70. When real target images 7, = 0, only source images are used for training the
re-ID model with IDE and triplet loss, this is called strongly unsupervised learning. In fact, as
shown in Fig. 7(c), compared with using all the unlabeled image in target domain, our re-ID
model can achieve good performance with only a few reliable images on Market and Duke
datasets, which is called weakly supervised learning.

4.3 Important parameters

We evaluate two important parameters, i. e., the weight of the TriHard loss v and the number
of real target image n, for camera invariance learning. We fix one parameter when evaluating
the other parameter. Results are shown in Fig. 6.

Weight of the TriHard loss When « =0, our method comes back to the baseline (without
target samples for training, Section 3.2); when o= 1, our model only takes the cross-domain
learning into consideration (without camera invariance information for training, Section 3.4). It
is clearly shown that, our approach significantly improves the baseline at all values. The rank-1
accuracy and mAP improve with the increase of v and achieve the best performance when « is
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Fig. 6 a: Sensitivity of parameter «; b: The average distance between two images that undergo different data
augmentation techniques

set to 0.6 for the weighting factors of first TriHard loss. In our experiment, we set o = 0.6 since
it gets best performance compared with other setting, as shown in Fig. 6(a).

Number of the real target images to perform transfer learning When 7,=0, only source
images are used for training the re-ID model with IDE, so our method reduces to baseline
performance. On the contrary, if we use all the target images to perform camera transfer
learning, number of generated images will grow to6 and 8 times on Market-1501 and
DukeMTMC-reID datasets, respectively, which will leads to a large time cost for model
training. Inevitably, some noises can also influence the performance of re-ID model. Conse-
quently, considering the tradeoff between performance and time cost, we select about 750
unlabeled images to perform camera invariance learning each camera, and the number of
generated images may increase to 6x750 for Market-1501 and 8x750 for DukeMTMC-relD,
which is less stressful compared with the baseline task.

Based on the above analysis, our method is robust to parameters changes. In the following
experiment, if not specified, we set = 0.6 and n,=750.

4.4 Evaluation

In this section, we conduct ablation study on components of the proposed model and
investigate the effect of augmented data. In addition, a quantitative analysis is performed to
further explain the necessity of our proposed method HCTL.

Effectiveness of camera style transfer In unsupervised domain adaptive re-ID task, transfer
learning has been widely used to narrow-down or eliminate the domain gap. To prove our
assumption, we compute the distance between images that undergoes different data augmen-
tation method, i. e., random cropping, random flipping, random scale and camera transfer. As
shown in Fig. 6(b), we can clearly observe that the re-ID model trained on source set is robust
to random cropping and random flipping, as well as random scale on target set, but it is
sensitive to image variations caused by camera transfer. Therefore, the change of image style
captured by different cameras on target set is a key influencing factor that should be explicitly
considered in person re-ID task.
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Effectiveness of hierarchical clustering In this paper, hierarchical clustering algorithm is
deployed to get some representive images on the unlabeled target dataset, as shown in Fig. 7(a)
and (b), this practice, to a great extent, reduces the amount of unlabeled data in the target domain
on Market-1501 and DukeMTMC-relD datasets, respectively. Not surprisingly, as shown in Fig.
7(c), compared with all images used in target domain(w/o clu), we can still achieve good
performance with less unlabeled data(w/ clu). To be more specific, as shown in Table 1, when
tested on DukeMTMC-reID, our model yields a rank-1 accuracy of 48.0% and 42.2% when
trained on Market-1501 and CUHKO3, respectively, leads to +2.2% and +0.8% improvement in
mAP accuracy. On the other hand, our model gets rank-1 accuracy of 65.1% and 57.1% with 750
unlabeled images of Market-1501 when using DukeMTMC-relD and CUHKO3 as the source set,
achieving +1.7% and +0.6% improvement in mAP accuracy, respectively. Most importantly, It is
noteworthy that clustering can reduce the scale of samples for training, which leads to consid-
erable benefit of train time cost without affecting the performance of re-ID model. This proves
once again that the effectiveness of clustering with HCTL.

Effectiveness of cross-domain learning In this section, we study the benefit of cross-domain
learning in Table 1, which help endow the domain connectedness to the re-ID system. When
adding TriHard loss to cross-entropy loss, which aimed for metric and similarity learning, as
shown in Table 1, “L.+L,” is consistently improved in all settings. Specially, the rank-1
accuracy of “L.+L;” on DukeMTMC-reID is increased from 32.9% to 45.0% trained on
Market-1501. When tested on Market-1501, we can get rank-1 accuracy of 58.6% and 56.7%
when using DukeMTMC-reID and CUHKO3 as source set, respectively. Especially, when
applying hierarchical clustering and re-ranking on DukeMTMC-reID dataset, our method
“Le+ Li+clu+rk” can get rank-1 accuracy of 52.7% and 46.4% trained on Market-1501
and CUHKO3, which surpass the baseline (L.) by +22.2% and +21.0% in mAP accuracy,
respectively. During the ablation study, significant improvement is also observed in other
setting, so the use of cross-domain learning has a prominent contribution to the performance of
our model.

Correlation diagnosing Till now, we have not provided an accurate metric or principle how to
evaluate correlation between diversity of train-set and performance of re-ID model. In our
experiment, it is surprising to find that there exists positive correlation between number of
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Fig. 7 Performance evaluation on Market-1501 and DukeMTMC-reID with our proposed method. Meanwhile,
Market-1501 has 6 cameras and DukeMTMC-reID has 8 cameras. Number of person images in each camera
without clu and with textitclu are shown in Fig. 7(a) and (b). To be more specific, Market->Duke means that our
model tested on DukeMTMC-relD, trained on Market-1501, w/o clu and w/ clu represent without clustering, with
clustering, respectively. Rank-1 accuracy of HCTL (rk) on DukeMTMC-reID and Market-1501 are shown
clearly in Fig. 7(c). HCTL (rk) represents our method with re-ranking
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Table 1 Performance comparison under different experimental settings, L., L, clu and rk note cross-entropy loss,
TriHard loss, hierarchical clustering and re-rank, respectively

Method Duke->Market Market->Duke CUHKO03->Market CUHKO03->Duke

R-1 R5 mAP R-1 R-5 mAP R-1 R-5 mAP R-1 R-5 mAP

L, 446 625 206 329 495 169 419 573 183 23.0 340 125
L.+L, 586 760 305 450 61.0 251 567 741 293 418 56.7 213
L.+ L +clu 651 814 322 480 631 273 571 749 299 422 572 221

L.+Li+clu+rk 670 786 439 527 643 39.1 588 715 40.1 464 588 335

identities and rank-1 accuracy when scale of unlabeled images is fixed, e.g., correlation
coefficient R between number of identities and rank-1 accuracy: Ryater— > pukey=0.77;
Ricumkos - > pukey=0.58, when tested on DukeMTMC-relD, trained on Market-1501 and
CUHKO3, respectively. More detailed comparison can be assessed in our supplementary
material. So there comes a meaningful conclusion: the stronger diversity of training datasets
are, the better performance model will achieve when total number of images is fixed. That is to
say, diversity in train-set is a key factor to influence performance of re-ID model instead of
scale. This conclusion is very meaningful since it will provide guidance for us to construct a
high-quality re-ID dataset. Furthermore, we can improve our performance by enhancing the
diversity of person re-ID train-set in the further research.

4.5 Comparison with the state-of-the-art methods

In this section, we compare our proposed method with the state-of-the-art unsupervised re-ID
models including: (1) the hand-crafted feature representation based models LOMO [12],
UMDL [16] and BOW [27]; (2) unsupervised domain adaptation based models PUL [3],
CAMEL [25], SPGAN [2], HHL [32] and CFSM [1]. Specific comparisons on Market-1501
and DukeMTMC-reID are shown in Tables 2 and 3, respectively. In the tables, HCTL (rk)
represents our method with re-ranking [31].

Table 2 Performance comparison with state-of-the-art methods when trained on DukeMTMC-relD and Market-
1501, separately. HCTL (rk) represents our method with re-ranking. Best performances are marked with bold
emphasis

Method DukeMTMC-reID->Market-1501 Market-1501->DukeMTMC-relD

R-1 R-5 R-10 mAP R-1 R-5 R-10 mAP
LOMO [12] 272 41.6 49.1 8.0 12.3 21.3 26.6 4.8
UMDL [16] 345 52.6 59.6 12.4 18.5 314 37.6 7.3
BOW [27] 35.8 52.4 60.3 14.8 17.1 28.8 34.9 8.3
PUL [3] 455 60.7 66.7 20.5 30.0 434 48.5 16.4
CAMEL [25] 54.5 - - 26.3 - - - -
SPGAN [2] 57.7 75.8 82.4 26.7 46.4 62.3 68.0 26.2
HHL [32] 62.2 78.8 84.0 31.4 46.9 61.0 66.7 272
CFSM [1] 61.2 - - 28.3 49.8 - - 27.3
HCTL 65.1 81.4 86.2 322 48.0 63.1 69.4 273
HCTL (rk) 67.0 78.6 83.0 439 52.7 64.3 69.0 39.1
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Table 3 Performance comparison with state-of-the-art methods when trained on CUHKO03. HCTL(rk) represents
our method with re-ranking. Best performances are marked with bold emphasis

Method CUHKO03->Market-1501 CUHKO03->DukeMTMC-reID
R-1 RS R-10 mAP R-1 R-5 R-10 mAP
PTGAN [24] 315 - 60.2 - 17.6 - 385 -
PUL [3] 419 573 64.3 18.0 23.0 34.0 395 12.0
SPGAN [2] 423 - - 19.0 - - - -
HHL [32] 56.8 747 81.4 29.8 07 575 64.2 234
HCTL 57.1 74.9 81.8 29.9 92 572 63.6 22.1
HCTL(tk) 58.8 715 76.4 40.1 46.4 58.8 63.8 335

Market-1501 On Market-1501 dataset, we first compare our model with three hand-crafted
features based models, LOMO, UMDL and BOW, these methods have inferiority and fail
to produce competitive results on large-scale datasets because of their limited discrimina-
tive feature learning ability. For example, the rank-1 accuracy of LOMO and BOW on
Market-1501 are only 27.2% and 35.8%, respectively. This is much lower than deep
learning based methods. In order to make the comparison more comprehensive, we also
compare our results with some unsupervised domain adaptation based methods, which are
proposed recently, such as Progressive Unsupervised Learning (PUL), Clustering-based
Asymmetric Metric Learning (CAMEL), Similarity Preserving Generative Adversarial
Network with domain adaptation (SPGAN), HHL and CFSM (AAATI’19). In the
multiple-query setting, our method achieves rank-1 accuracy of 65.1% and 57.1% when
trained on DukeMTMC-reID and CUHKO3, outperforming the second best method HHL
by +2.9% and +0.3%, respectively. With the help of re-ranking, the rank-1 accuracy are
further improved to 67.0% and 58.8% in our HCTL(rk), outperforming the best of
pervious work HHL by +4.8% and +2.0% in rank-1 accuracy, +12.5% and +10.3%
improvement in mAP separately. Again, our HCTL surpasses recently proposed CFSM
by a large margin when trained on DukeMTMC-relD, which again verifies the effective-
ness of our proposed method.

DukeMTMC-relD On DukeMTMC-relD, it can be easily found that HCTL surpasses
person transfer PTGAN, Progresive Unsupervised Learning (PUL), domain adaptation
SPGAN by a large margin. Surprisingly, our HCTL is slightly inferior to Person Retrieval
Model HHL when trained on CUHKO03, probably because the lighting conditions in this
dataset are so extreme that the domain gap between CUHKO03 and DukeMTMC-relD is
still significant. Fortunately, with the help of re-ranking, our HCTL(rk) yields a compet-
itive rank-1 accuracy of 52.7% and 46.4% when trained on Market-1501 and CUHKO03,
respectively, leads to a improvement of +5.8% and +3.7% in rank-1 accuracy, +11.9% and
+10.1% in mAP accuracy comparing with second best method [32]. This confirms the
effectiveness of the proposed solution, which does not require any human supervision and
thus scales to large camera networks.

Discussion In essence, both HHL and HCTL focus on unsupervised domain adaptation for
person re-identification, the performance of HCTL is really closed to HHL when tested on

DukeMTMC-reID or Market-1501. However, HHL uses unlimited samples in target domain
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to perform discriminative representation learning, which leads to a time-consuming and high-
complexity training process, especially on large-scale person re-ID dataset. For instance, it will
take an extra two hours during training by employingHHL instead of HCTL. On the contrary,
our proposed HCTL can still achieve a competitive performance with limited reliable samples
(about 750) in target domain to learn a discriminative model, it does not require any specially
designed deep architecture for feature representation learning, this allows HCTL to be highly
flexible. Considering the analyzing above, we firmly believe that our joint learning method
HCTL is significantly better than recently proposed HHL approach.

5 Conclusion

In this paper, we have presented HCTL as a high performance approach for unsupervised
domain adaptive re-ID task, which takes advantage of iStarGAN and hierarchical clustering to
obtain more generalized embeddings on target domain with limited scale reliable images, then
enhance the connectedness between source and target domain. To the best of our knowledge,
our work is the first attempt to explicitly take the limited reliable samples into account to
perform camera invariance learning in target domain. Extensive comparative evaluations were
conducted on various challenging benchmarks, comprehensive experiments show that HCTL
outperforms the state-of-the-art unsupervised domain adaptive re-ID approaches by a big
margin. In addition, we also show that our method is complementary to other data augmen-
tation techniques. In future work, we will extend HCTL to video-based person re-ID task with
spatial-temporal patterns and attention mechanism.
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