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Abstract
With the rapid development of natural language processing (NLP) technology in the past
few years, the automatic steganographic texts generation methods have been greatly
developed. Benefiting from the powerful feature extraction and expression capabilities
of neural networks, these methods can generate steganographic texts with both relatively
high concealment and high hidden capacity at the same time. For these steganographic
methods, previous steganalysis models show unsatisfactory detection performance, which
remains an unsolved problem and poses a great threat to the security of cyberspace. In this
paper, we first collect a large text steganalysis (T-Steg) dataset, which contains a total
number of 396,000 texts with various embedding rates under various formats. We analyze
that there are three kinds of word correlation patterns in texts. Then we propose a new text
steganalysis model based on convolutional sliding windows (TS-CSW), which use
convolutional sliding windows (CSW) with multiple sizes to extract those correlation
features. We observed that these word correlation features in the generated steganographic
texts would be distorted after being embedded with secret information. These subtle
changes of correlation feature distribution could then be used for text steganalysis. We use
the samples collected in T-Steg dataset to train and test the proposed steganalysis method.
Experimental results show that the proposed model can not only achieve a high
steganalysis performance, but can even estimate the amount of secret information em-
bedded in the generated steganographic texts, which shows a state-of-the-art
performance.
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1 Introduction

Claude E. Shannon has summarized that there are three basic information security systems
[34]: encryption system, privacy system, and concealment system. Compared with the other
two systems, the biggest characteristic of a concealment system is the extremely strong
concealment of information. It embeds secret information into various normal carriers and
then transmits them through public channels, hiding the existence of secret information so as to
protect the security of it [51]. However, strong concealment can also be used by hackers,
terrorists, and other law breakers for malicious intentions. Hence, designing an efficient
steganalysis method becomes an increasingly promising and challenging task.

A concealment system can be illustrated by Simmons’ “Prisoners’ Problem" [37] which can
be described as follows. Alice needs to transmit some secret message m∈M to Bob and try to
avoid being suspected by Eve. She uses the steganographic function f() to embed the secret
information m into normal carrier c∈C under the control of a certain key kA∈K, namely:

Emb : C � K �M→S; f c; kA;mð Þ ¼ s: ð1Þ
Where s represents the steganographic carrier which contains secret informationm. Contrary to
Alice, Bob needs to use the extraction function g() to accurately extract the secret information
m from received carrier s, that is:

Ext : S � K→M; g s; kBð Þ ¼ m: ð2Þ
Generally, in order to ensure the security of the covert communication system, Alice must try
to reduce the statistical distribution differences between normal carriers and steganographic
carriers, that is:

d f PC;PSð Þ≤ε: ð3Þ
In Simmons’ “Prisoners’ Problem", every message Alice sends to Bob will be carefully
reviewed by Eve, whose task is to determine whether the transmitting carrier contains hidden
information or not. In general, embedding additional information in the carrier is equivalent to
superimposing noise, so it will almost certainly affect the statistical distribution characteristics
of the carrier in some aspects. Therefore, Eve should try her best to find the differences in
statistical distribution characteristics of the carrier before and after steganography.

Generally, according to different types of carriers, steganographic technologies can be
divided into image steganography [10, 26, 44, 53], audio steganography [45, 47, 54], text
steganography [20, 31, 49, 52, 55] and so on. Since text is one of the most frequently used
information carrier in people’s daily lives, using text for information hiding has long attracted
the interest of a large number of researchers. The earliest record of using text to convey secret
information could be traced back to several centuries ago [10]. However, hackers, terrorists,
and other law breakers may also use such technologies to transmit dangerous information and
endanger public safety. Therefore, it is very important, as well as challenging, to conduct in-
depth research on text steganalysis and to achieve the accurate identification of steganographic
text in cyberspace.

Text steganographic methods can usually be divided into three categories: text steganog-
raphy based on retrieval mode [57, 58], text steganography based on modification mode [2, 25,
30, 35, 56], and text steganography based on generation mode [9, 21, 22, 49, 50, 55]. Text
steganography based on retrieval mode usually begins by selecting a largerset of carriers and
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then appropriately encoding the samples in the set. During transmission, Alice selects different
carriers according to the secret information needs to be transmitted and realizes the purpose of
covert communication [57, 58]. They usually have very high imperceptibility because the
carrier it transmitted is always “100% natural" [57]. Text steganographic methods based on
modification mode hide secret information by selecting and modifying insensitive parts of
texts, such as synonyms [25, 56] or syntactical structures [30]. However, both retrieval mode
and modification mode can only convey very little information and have very low efficiency of
information transmission, which makes them impractical.

The third kind of text steganographic methods is based on text generation technology. The
most important characteristic, which is also the biggest difference from the first two kinds of
methods, is that these methods do not have a carrier in advance, but need to automatically
generate a stego carrier based on the secret information [9, 21, 22, 25, 50, 55]. Therefore, this
kind of methods can imitate the statistical characteristics of normal carriers and reconstruct a
stego carrier which is as close as possible to the statistical distribution of normal carriers, thus
resisting steganalysis based on statistical analysis [55]. But this could also be the biggest
difficulty of this kind of methods. Some of the early methods were difficult to generate
steganographic text that looked natural enough [4, 6, 29, 40], thus limited the popularity of
such methods.

In recent years, with the extensive applications of deep neural network technology in
Natural Language Processing, there has been an increasing number of automatic text
generation related works, like image captioning [46], neural machine translation [1],
dialogue systems [18], and so on. With these technologies, some steganographic text
automatic generation methods based on neural networks have appeared in recent years
[9, 21, 49, 55]. This type of methods utilizes the powerful feature extraction and
expression capabilities of neural networks, analyzes the statistical feature distribution
of a large number of training samples and then reconstructs samples that conform to such
statistical distribution. In this way, the generated steganographic texts can conform to
formula (3) and achieve relatively high concealment. Figure 1 shows some stegano-
graphic texts that are automatically generated by latest steganographic methods. The
special format text (Chinese poetry) is generated by the model proposed by Y. Luo et al.

Fig. 1 Some steganographic texts that are automatically generated by latest steganography methods. The special
format text (Chinese poetry) is generated by the model proposed by Y. Luo et al. [21] and natural texts are
generated by the model proposed by T. Fang et al. [9]
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[21] and natural texts are generated by the model proposed by T. Fang et al. [9]. It can be
seen that these generated steganographic texts are very close to human-written texts,
which poses a great challenge to text steganalysis models.

Traditional text steganalysis methods mainly first extract some text features, like word
frequency [43], words transition probability [27], and some other manual designed features
[32, 38]. Then they analyze the differences between these features before and after steganog-
raphy to determine whether the text contains secret information [27, 32, 38, 41, 43]. However,
most of the statistical features utilized by these methods are simple, which may limite the
detection capabilities of these methods. At present, for steganographic texts generated by
neural networks, whether special format text or natural text,previous text steganalysis methods
show unsatisfactory results, which poses a great threat to the security of cyberspace, and thus
becomes an urgent problem that needs to be solved.

In this paper, we propose a new text steganalysis method based on convolutional sliding
windows (TS-CSW). We collect and release a large text steganalysis (T-Steg) dataset, which
contains a total number of 396,000 texts with various embedding rates under various formats.
Then we conduct a detailed analysis of the correlations between words in texts and define three
kinds of word correlation patterns. Then we use multi-size convolution sliding windows
(CSW) to extract the correlation features of these words. After mapping these features to
high-dimensional feature space, we observe that when additional information is embedded in
the generated texts, these features will migrate in high-dimensional space. Therefore, we can
use the distribution differences ofthese features in high-dimensional space to achieve high
accuracy steganalysis. Further experiments show that according to the subtle distribution
differences in the high-dimensional feature space, we can even estimate the capacity of hidden
information in texts, which may point out another possible direction for future text steganalysis
research.

In the remainder of this paper, Section 2 introduces related work, including automatic
steganographic text generation and text steganalysis. Section 3 introduces the detailed expla-
nation of the proposed model TS-CSW. The following part, section 4, presents the experi-
mental evaluation results and gives a comprehensive discussion. Finally, conclusions are
drawn in Section 5.

2 Related work

2.1 Automatic steganographic text generation

Compared with other methods, the steganographic methods based on automatic text
generation are characterized by the fact that they do not need to be given carrier texts
in advance. Instead, they can automatically generate a text carrier based on secret
information. This unique feature makes this kind of methods usually achieve a rela-
tively high embedded capacity, so it has long been considered a promising research
direction. However, due to technical limitations, some of the early research works can
only generate steganographic text with a very simple pattern that is easy to be
recognized [4, 40]. With these early attempts, a lot of researchers have been trying to
combine text steganography with statistical natural language processing, and a large
number of natural language processing techniques have been used to automatically
generate steganographic text [6, 7, 22, 29, 36]. Most of the text automatic generation
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models are designed to fit the statistical language model, whose mathematical expres-
sions are as follows:

p Xð Þ ¼ p x1; x2; x3;…; xnð Þ
¼ p x1ð Þp x2jx1ð Þ…p xnjx1; x2;…; xn−1ð Þ: ð4Þ

Where X denotes the whole sentence with a length of n and xi denotes the i-th word in it. p(X)
assigns the probability to the whole sequence. Most of the previous works use Markov chain
model to calculate the number of common occurrences of each phrase in the training set and
obtain the conditional probability estimate. They encode the conditional probability of each
word and achieve the purpose of hiding confidential information in the text generation process
[6, 7, 29, 36, 50]. Unfortunately, due to the limitations of the Markov model, the textual
steganographic carriers they generated were still not perfect [55].

In recent years, along with the development of neural network technology [17, 33], the field
of statistical natural language processing has also been greatly developed, more and more
automatic text generation technologies based on neural networks have emerged [1, 7, 29, 46].
This type of technology has gradually migrated to the field of information hiding, and more
and more models for automatic generation of steganographic texts based on neural networks
have emerged [9, 21, 49, 55]. In these methods, numerous texts are fed to neural networks to
learn the statistical language model of plain texts, and then texts with hidden information
satisfying the learned statistical language model could be generated. Furthermore, based on the
generated texts format, these methods can be further divided into steganography based on
special format texts generation [21] and natural texts generation [9, 49, 55]. Compared with
natural texts, special format texts combine some syntactic rule information in addition to the
statistical distribution characteristics of training samples in the generation process [21]. This
makes the generated special format texts consistent with the training samples in terms of
statistical distribution and syntactic structure.

2.2 Text steganalysis

Steganalysis is a process of identifying whether a given carrier is a normal carrier c or a
steganographic carrier s. According to Eq. (3), the task of steganalysis is mainly to find the
differences in the distribution of statistical features between normal carriers and steganographic
carriers. Therefore, current text steganalysis methods basically adopt this security framework,
that is, by constructing specific statistical features or analytical methods, to find the differences
in statistical distribution between the covertext and the stegotext to conduct steganalysis.

For example, Yang et al. [43] proposed a novel linguistics steganalysis approach based on
meta features and immune clone mechanism. They defined 57 meta features to represent texts,
including the average length of words, the space rate, the percentage of letters and so on. Then
the immune clone mechanism was exploited to select appropriate features so as to constitute
effective detectors. Meng et al. [27] proposed a linguistic steganography detecting algorithm
using Statistical Language Model (SLM). They calculated the perplexity of normal text and
stego-text with the language model, and then determined whether the text inputted contained
covert information by setting a threshold. Taskiran tet al. [38] first calculated the statistical
correlation, which was measured by N-window mutual information, of the words in the
generated steganographic text, and then used SVM to classify the given text into stego-text
or normaltext. Samanta et al. [32] proposed statistical text steganalysis tools based on Bayesian
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Estimation and Correlation Coefficient methodologies. Din et al. [8] proposed a formalization
of genetic algorithm method in order to detect hidden message on an inputted text. Chen et al.
[5] used the statistical characteristics of correlations between the general service words
gathered in a dictionary to classify the given textsegments into stego-text segments and normal
text segments. These text steganalysis techniques only analyze the unilateral statistical prop-
erties of the text. Once the neural network learns these feature expressions and generates
steganographic texts that match the statistical distribution with the training samples, these
steganalysis methods will face challenges.

3 TS-CSW methodology

The information-theoretic definition of steganographic security starts with the basic assump-
tion that the cover source can be described by a probability distribution, PC, on the space of all
possible cover, C. The value PhcalC Bð Þ ¼ ∫BPC Xð ÞdX is the probability of selecting cover X
∈B⊂C for hiding a message. For a given stegosystem assuming on its input covers X∈C;X∼PC
and messages m∈M, the distribution of stego cover is PS . Steganalysis can be viewed as a
detection problem which can be modeled as a simple hypothesis testing [3]:

H0 : X∼PC

H1 : X∼PS:

Any steganalysis method can be described by a map F :ℝd→ {0, 1}, where F = 0 means that x
is detected as cover, while F = 1 means that x is detected as stego. Therefore, the methods of
steganalysis are usually to construct a variety of corresponding statistical features, and based
on these features to find the differences in the statistical distribution between the covertext and
the stegotext. Figure 2 shows the overall framework of the proposed text steganalysis method
(TS-CSW). Our model consists of two parts, one is a words correlation extraction module and

Fig. 2 The overall framework of the proposed text steganalysis method (TS-CSW)
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the other is a feature classification module. The first part mainly uses multi-size convolutional
sliding windows to extract the words correlation features of texts. The second part analyzes the
extracted features and finally determines whether the text contains covert information or not.

3.1 Words correlation analysis

Text is a highly-encoded information carrier, so there are strong semantic coherences and corre-
lations betweenwords in texts. Once we embed additional information into the text, it is possible to
influence the semantic correlations of these words. Here we first give a detailed analysis of the
correlations between words in the text. For a text with multiple sentences, we can represent it as:
T = {X1,X2,…,Xm}, whereXi is the i-th sentence andm is the number of sentences in the text. Each
sentence Xi consists of multiple words arranged in order, which can be expressed as

X i ¼ xi;1; xi;2;…; xi;ni
� �

, where xi, j is the j-th word in Xi and ni is the number of words in Xi.
When all words are uncorrelated, their appearances are independent. Therefore, we have

P xi; j; xk;l
� � ¼ P xi; j

� � � P xk;l
� �

;
s:t: ∀i; k∈ 1;m½ �; j∈ 1; ni½ �; l∈ 1; nk½ �: ð5Þ

When the two sides of Eq. (5) are not equal, for example, the left side is of higher value than
right side, we think there is a correlation between the two words xi, j and xk, l. Since there are
multiple collocations between wordsin the texts, we summarised three kinds of words corre-
lations, which have been explained in Fig. 3:

– Successive Word Correlation

Usually for a sentenceXi, we canmodel it as a sequence signal form X i ¼ xi;1; xi;2;…; xi;ni
� �

.
For a sequence signal, the successive signal, which are words in a sentence, often have strong
semantic coherence and correlation. We name this kind of correlation as successive word
correlation, which can be expressed as: P(xi, j, xk, l| i = k, | l − j| =1).

– Cross word correlation

Usually for a sentence containing multiple words, due to the syntactic rules, it is possible that
two words that are not adjacent will form a collocation relationship with strong semantic
relevance. Each word in a sentence not only has semantic connections with adjacent words, but
also may have potential semantic connections with distant words. Therefore, we define a long-

Fig. 3 Three kinds of words correlations in a text
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distance dependency called cross word correlation, which can be expressed as P(xi, j, xk, l| i =
k, | l − j| <ni).

– Cross sentence correlation

More generally, for a text containing multiple sentences, there is also a certain semantic
relevance between different sentences. Therefore, there may be some potential semantic
correlations between words in different sentences, which we call cross sentence correlation
and can be expressed as: P(xi, j, xk, l| i ≠ k, j ∈ [1, ni], l ∈ [1, nk]).

Previous text steganalysis methods also tried to analyze these kinds of words correlations,
and then perform steganalysis by analyzing whether there are changes in the statistical
distribution after steganography. Meng et al. [27] mainly used 3-gram to model texts, which
analysed the correlations between each word and the two words before it. Taskiran et al. [38]
defined an N-window mutual information, analyzed the correlations between each wordand
the surrounding N words, and then used SVM to classify them. Samanta et al. [32] proposed
statistical text steganalysis tools that used the Bayesian model to calculate the correlation
coefficient between words and then performed text steganalysis. In paper [5], they used the
statistical characteristics of correlations between the general service words gathered in a
dictionary to classify the given text segments into stego-text segments and normal text
segments. These methods have limitations. They only considered the correlations between
each word and its surrounding words, and ignored the potential semantic connection between
distant words. Our feature extraction module contains convolutional sliding windows of
various sizes, which can extract the correlation features of words from different distances in
text. Therefore, the proposed model can theoretically obtain better statistical distribution
characteristics and achieve higher performance steganalysis.

3.2 Semantic feature extraction by CSW

The steganalysis algorithm based on sliding windows was firstly applied in the field of speech
steganalysis [13, 42, 54]. Y. Huang et al. [13] used a fixed-length sliding window to slide over
the speech stream. Whitin each sliding window, they used the Regular Singular (RS) algorithm
[11] to extract features and then determined if LSB steganography has occurred in the speech
segment. However, the sliding window they designed had a fixed length, so it could only
extract the correlations between each frame and a fixed range of frames. In this paper, in order
to extract the correlation features of words with different distances as shown in Fig. 3, we
propose a multi-size convolutional sliding window steganalysis method, which has been
shown in Fig. 4.

Fig. 4 The words correlation feature extraction model based on multi-size convolutional sliding windows
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In recent years, convolutional neural network has made notable progress in fields
such as computer vision [15] and natural language processing [14, 48]. A large
number of researches and applications have elaborated that convolutional neural
network has a powerful ability in feature extractions and expressions [15, 48]. They
can represent texts into a dense vector through learning and mapping them into a
continuous vector space [16, 28]. In this vector space, semantically similar texts are
distributed in the same region, and we can mine the potential semantic relevance
between words and sentences [28, 48].

For each input sentence X, we illustrate it with a matrix X ∈ℝn × d, as shown in Eq. (6),
where the i-th row indicates the i-th word in sentence X and each word is represented as a d-
dimension vector which is randomly initialized:

X ¼
x1
x2
⋮
xn

2
664

3
775 ¼

a1;1 a1;2 ⋯ a1;d
a2;1 a2;2 ⋯ a2;d
⋮ ⋮ ⋱ ⋮
an;1 an;2 ⋯ an;d

2
664

3
775 ð6Þ

The feature extraction part contains sliding windows of different sizes and each size
contains multiple windows. Different sizes of convolutional sliding windows are used
to learn the correlations between words in different surrounding neighborhoods. For
each size, multiple sliding windows are used to learn multiple dimensional features.
The width of each window is the same with the width of the input matrix. Suppose
that the height of the k-th window is h, the convolutional sliding window can be
expressed as Wk ∈ℝh × d, that is

Wk ¼
wk
1;1 wk

1;2 ⋯ wk
1;d

wk
2;1 wk

2;2 ⋯ wk
2;d

⋮ ⋮ ⋱ ⋮
wk
H ;1 wk

H ;2 ⋯ wk
h;d

2
664

3
775: ð7Þ

Convolution operation is a feature extraction process for the elements in the local region of the
input matrix. It mainly extracts the correlation features between each word and successive
words. For example, when wk

1;1 and a1, 1 coincide, the feature ck1 extracted from x1 : h by the

convolutional window can be:

ck1 ¼ f ∑
h

i¼1
∑
d

j¼1
wk
i; j � ai; j þ bki; j

 !
; ð8Þ

where the weight wk
i; j denotes the importance of the j-th value in the i-th word vector, bki; j is the

bias term and f is a nonlinear function. Here we follow previous works [15] and use ReLu
function as our nonlinear function, which is defined as

y ¼ ReLu xð Þ ¼ max 0; xð Þ: ð9Þ
Each window Wk slids from the first word of the inputted sentence to the end of it
with a certain step Tc, and calculates the features of each local region. Here it fuses
the correlation features between each word and its adjacent words, and further extracts
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the correlation features between the distant words in the same sentence, namely cross
word correlation. Finally, the correlation feature extracted by convolutional windows
Wk is:

Ck ¼ ck1; c
k
2;…; ckn−hþ1

Tc

h i⊤
: ð10Þ

The pooling layer can reduce the number of neural network parameters while maintaining the
overall distribution of the data, which can effectively prevent the model from over-fitting and
improve the robustness of the model [15]. The pooling operation is very similar to the
convolution operation while the only difference is that it only calculates the average or
maximum value of the local area. We conduct a max pooling operation after each convolution
operation on the feature Ck. Supposing the height of a pooling kernel is Hp and the step size is
Tp, then the output is:

Mk ¼ mk
1;m

k
2;…;mk

Np

h i⊤
; ð11Þ

mk
i ¼ max cki ; c

k
iþ1;…; ckiþHp−1

� �
: ð12Þ

Np ¼
n−hþ 1

Tc
−Hp þ 1

Tp
; ð13Þ

In the process described above each convolution kernelWk produces one featureMk. After all the
convolution and pooling operations have been completed, all the extracted features are
concatenated end to end to obtain a feature vector of the inputsentence, which can be indicated as

E⊤ ¼ E⊤
1;E

⊤
2;…;E⊤

l

� 	
; ð14Þ

where Ei = Ei, l indicates the number of the features.

3.3 Feature fusion and steganography determine

The method described above is the processing of feature extraction for each single sentence.
But a stegotext may contain more than one sentences: T = {X1, X2,…, Xm}, where Xi is the i-th
sentence and m is the number of sentences in the text. For this situation, we compare two
corresponding feature fusion methods, which can be called TS-CSW (Single) and TS-CSW
(Multi). TS-CSW (Single) concatenates the sentences together first, and then extracts the
features in a unified way. TS-CSW (Multi) first extracts the features of each sentence, and then
concatenates them together as the whole feature expression. To be more specific, we use E() to
represent the word correlation features extracted by the method described inthe preceding
section, and F to represent the feature expression of the whole text T. Then, feature fusion of
TS-CSW (Single) and TS-CSW (Multi) can be expressed as follows:

TS−CSW Singleð Þ : F ¼ E X 1;X 2;…;Xm½ �ð Þ;
TS−CSW Multið Þ : F ¼ E X 1ð Þ;E X 2ð Þ;…;E Xmð Þ½ �: ð15Þ
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This design makes TS-CSW (Single) pays more attention to the semantic coherence between
sentences, while TS-CSW (Multi) pays more attention to the expression of the internal
semantics of each sentence. Taking the poetry carrier as an example, the feature extraction
and fusion by TS-CSW (Single) and TS-CSW (Multi) have been shown in Fig. 5.

To avoid ambiguity, here we use F to represent the feature vector extracted by both of these
two models. The extracted features collected in F contain all the semantic information of the
input text, and we can use them to determine whether confidential information exists in the
input text. Following previous works [19, 48] we define a weight matrix WF and compute the
weighted sum of each feature element:

y ¼ WF � F þ bf ; ð16Þ
whereWF and bf are learned weight matrix and bias. The values in weight matrixWF reflect the
importance of each feature. To get normalized output between [0, 1], we send the value
through a sigmoid function S:

S xð Þ ¼ 1

1þ e−x
; ð17Þ

and the final output is

O ¼ S yð Þ ¼ S W F � F þ bf
� �

: ð18Þ
The output value reflects the probability that our model believes that the input text contains
confidential messages. We can set a detection threshold and then the final detection result can

Fig. 5 The proposed two corresponding models for feature fusion and classification, called TS-CSW (Single)
and TS-CSW (Multi)
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be expressed as

Result ¼ Stegotext O≥ thresholdð Þ
Covertext O < thresholdð Þ



ð19Þ

In the process of training, we update network parameters by applying backpropagation
algorithm, and the loss function of the whole network consists of two parts, one is the error
term and the other is the regularization term, which can be described as:

LOSS ¼ −
1

N
∑
N
Ti � log Oið Þ þ ∥WF∥2; ð20Þ

where N is the batch size of texts. Oi represents the probability that the i-th sample is judged to
contain covert information, Ti is the actual label of the i-th sample. The error term in the loss
functioncalculates the average cross entropy between the predicted probability value and the
real label. We hope that through self-learning of the model, prediction error can get smaller and
smaller, that is, the prediction results are getting closer to the reallabel. In order to strengthen
the regularization and prevent overfitting, we adopt the dropout mechanism and a constraint on
l2-norms of the weight vectors during the training process. Dropout mechanism means that in
training process of deep learning network, the neural network unit is temporarily discarded
from the network, i.e. set to zero, according to a certain probability. This mechanism has been
proved to effectively prevent neural network from overfitting, and significantly improve the
model’s performance [15].

4 Experiments and analysis

In this section, we designed several experiments to test the proposed model. We will start with
introducing the dataset collected and used in this work, then we will introduce the model
structure and experimental parameter settings, finally we will present the experiments results
and discuss them.

4.1 Dataset collection

Since currently there is no public text steganalysis dataset available, in order to train
the proposed model and promote the development of related fields, we construct a
text steganalysis dataset named as T-Steg, which is available in the Github reposito-
ry1. The steganographic texts in T-Steg are mainly divided into two types and are
generated by the latest steganography methods, including special format steganograph-
ic texts, generated by the text steganography algorithm proposed in [21], and natural
steganographic texts, which are generated by the method proposed in [9]. In order to
facilitate the relevant researchers to use T-Steg dataset, we will briefly introduce these
two text steganography methods, and further introduce the construction process of T-
Steg dataset.

These two models essentially use the Recurrent Neural Networks (RNNs) to learn the statistical
languagemodels of a large number of normal texts, and then generate steganographic text based on

1 https://github.com/YangzlTHU/TS-CNN
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the learned statistical language model. Method proposed in teLuo2017Text further fuses some
syntactic rule information to generate traditional Chinese ancient poetry. The advantage of this
method is that the generated steganographic texts are consistent with the normal samples both
statistically and syntactically, thus further enhancing the concealment. Chinese ancient poems can
be divided into two forms. One is with five words per line (FW), and the other is with seven (SW).
Each format can be further divided into two categories, that is, each poem contains four lines (FL)
or eight lines (EL). Since classical Chinese quatrains have strong semantic relevance between
adjacent lines, they use an attention-based bidirectional encoder-decoder model to build the line-to-
line module. The encoder first maps the input sentence to a feature vector which contains the
semantic meaning of each character of the input, then the decoder calculates and generates the next
sentence based on the feature vector of this input sentence. For sentence generation, they use
another RNN to calculate the probability distribution of each word, and then select the words that
match the tone pattern to form a candidate word list. Then they encode the words in the candidate
word list, and select the corresponding words according to the code stream that needs to be
embedded, so as to generate semantically coherent and structurally correct ancient poems while
embedding secret information.

The model proposed in [9] also used the Recurrent Neural Networks to build a text steganog-
raphy system. They first trained the RNNs with a large amount of normal text to obtain a good
statistical language model, and then used the trained statistical language model to generate
steganographic texts. For information hiding, they divided the dictionary in advance and fixed
the code for each word. Then in the generation process, the most appropriate word in the
corresponding subset was selected as the output according to the code stream. We reproduced
their model and chose three large-scale text datasets containing the most common text media on
the Internet to train it, which were Twitter [12], movie reviews [23] and News [39].

Both two steganographymodels can adjust the embedding rate by adjusting the size of candidate
list for each word, that is, the number of bits embedded in each word. We have generated 10,000
texts for various types of text at different embedding rates, except for poetry text without covert
information, which were only 4,000. Because when the generated poetry does not contain covert
information, the candidate list for each word in the generation process is 1, so the number of poems
that can be generated islimited. Since the original paper [21] only provides 4000 initial states, so
only 4,000 poems can be generated. Therefore, our T-Steg dataset has a total number of 396,000
texts including various embedding rates under various formats, whichhave been shown in Table 1.

Table 1 The collected text steganalysis (T-Steg) dataset, which contains a total number of 396,000 texts with
various embedding rates under various formats, including special format texts generated by [21] and natural texts
generated by [9]

Bit (s) / word (bpw) 0 1 2 3 4 5 Total

Special Format (Chinese) [21] FW FL 4,000 10,000 10,000 10,000 10,000 10,000 54,000
EL 4,000 10,000 10,000 10,000 10,000 10,000 54,000

SW FL 4,000 10,000 10,000 10,000 10,000 10,000 54,000
EL 4,000 10,000 10,000 10,000 10,000 10,000 54,000

Natural Text (English) [9] News [39] 10,000 10,000 10,000 10,000 10,000 10,000 60,000
IMDB [23] 10,000 10,000 10,000 10,000 10,000 10,000 60,000
Twitter [12] 10,000 10,000 10,000 10,000 10,000 10,000 60,000

Total 46,000 70,000 70,000 70,000 70,000 70,000 396,000
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4.2 Experimental setting and training details

Almost all the parameters in our model can be obtained through training, but there are still
some hyper-parameters that need to be determined. To determine these hyper-parameters, we
designed multiple sets of comparative experiments. Finally, to synthesize the performance of
all aspects of the model, the hyper-parameters of our model were setted as follows. For
embedding layer, we mapped each word to a 400-dimensions vector (d = 400 in Formula
(6)), which was randomly initialized. The width of the convolutional windows was 400 which
was the same as the input matrix. However, the height of the sliding window (h in Formula (7))
was not fixed. We compared the results of different window sizes and finally setted window
sizes as follows: for longer text, such as generated steganographic news and movie reviews,
we setted the window height to be 3, 4, 5; for shorter text, such as generated steganographic
twitter and potries, we setted the window height to be 1, 2, 3, and each of the different heights
had 128 convolution kernels. The dimension of the feature extracted for each text inputted is
3 × 128 = 384 (length of F in Formula (15)). We setted the size of fully connected layer to be
100 (length of y in Formula (16)) and detection threshold to be 0.5.

We trained our model by minimizing the LOSS function over a batch size number of
samples. We used stochastic gradient descent with momentum 0.9 to train the parameters of
our network. The update rule for weight w is:

wiþ1 ¼ wi þ α � Vi−λ� < ∂L
∂wi

>

����
Di

; ð21Þ

where i is the iteration idex, α ∈ (0, 1] is the momentum factor, V is the momentum variable, λ

is the learning rate, and < ∂L
∂wi

>
���
Di

is the average over the i-th batch Di of the derivative of the

LOSS function with respect to w, evaluated at wi.
To train and test the proposed model, for natural texts, we randomly selected about 80% of

the samples for training, 20% of the samples for testing. For poetries, in order to keep the
number ratio of positive samples to negative samples 1 to 1, we randomly picked up 3,500
positive and 3,500 negative samples from Nostego-texts (bpw=0) and Stego-texts with
different embedding rate for training, and then randomly picked up another 500 samples from
each dataset for model testing.

Our model can quickly converge during the training processing, with less than 30 epochs
(one epoch means that all the training samples finish one training session), and can reach a
steady state with high accuracy and a very smooth loss curve. Figure 6 shows the training
process of TS-CSW (Single) on SW-FL set.

4.3 Evaluation results and discussion

4.3.1 Steganalysis efficiency

We first tested the efficiency of the proposed model for text steganalysis, which is the time it
took to analyze a piece of text that may contain covert information. Results in Table 2 validate
the efficiency of our model for steganalysis. From the results we can see, as the sample length
increases, the required steganalysis time gradually increases. Even so, for the longest text,
namely samples in the SW-EL set, which contains 56 words per sample, it only takes an
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average time of 9.78/9.83 ms for TS-CSW (Single) and TS-CSW (Multi). These results show
that the proposed model has a very high steganalysis efficiency and can implement almost real-
time steganographic detection analysis of these texts

4.3.2 Steganalysis accuracy

In order to objectively reflect the performance of the proposed model, in this section, we
choose three representative text steganalysis algorithms, which are proposed in [8, 27, 32],
respectively. Authors in [27] used the trained language model to calculate the perplexity of
each input sample text, and used them as the statistical features to determine whether they
contain covert information. Samanta et al. tesamanta2016real proposed statistical text
steganalysis tools based on Bayesian Estimation and Correlation Coefficient methodologies.
Din et al. [8] proposed a formalization of genetic algorithm method in order to detect
steganographic text.

We used several evaluation indicators commonly used in classification tasks to evaluate the
performance of our model, which are precision, recall and accuracy. The conceptions and
formulas are described as follows:

Fig. 6 The processing of training, including the accuracy of train/test set and the loss of the training set varies
with the number of epochs

Table 2 The average prediction time (ms) for each sample in test set

Dataset FW SW News IMDB Twitter

FL EL FL EL

TS-CSW (Single) 4.81±1.16 7.48±1.41 6.20±1.30 9.78±1.46 3.35±0.72 3.34±0.57 1.26±0.70
TS-CSW (Multi) 4.76±0.56 7.50±0.65 6.52±0.62 9.83±0.98 - - -
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– Accuracy measures the proportion of true results (both true positives and true negatives)
among the total number of cases examined

Accuracy ¼ TP þ TN
TP þ FN þ FP þ TN

: ð22Þ

– Precision measures the proportion of positive samples in the classified samples.

Precision ¼ TP
TP þ FP

: ð23Þ

– Recall measures the proportion of positives that are correctly identified as such.

Recall ¼ TP
TP þ FN

: ð24Þ

TP (True Positive) represents the number of positive samples that are predicted to be positive
by the model, FP (False Positive) indicates the number of negative samples predicted to be
positive, FN (False Negative) illustrates the number of positive samples predicted to be
negative and TN (True Negative) represents the number of negative samples predicted to be
negative. Experiment results have been shown in Tables 3 and 4.

According to the results, we can draw the following conclusions. Firstly, compared to other
text steganalysis methods, the proposed models, both TS-CSW (Single) and TS-CSW (Multi),
have achieved the best detection results on various metrics, including different text format and
different embedding rates. Especially in the case of low embedding rate, for example, when the
number of bit embedded in per word (bpw) is 1, our model has more obvious detection
performance advantages over other models. We have also plotted the ROC curves of each
model on SW-FL set when bpw = 1, which is shown in Fig. 7. Combined with these test
results, we can find that our model has significantly practical value.

Secondly, in Tables 3 and 4, we notice that under various datasets, the detection performance of
each model has improved with the increase of the embedding rate. These results do meet our
previous conjecture that with the increaseof embedding rate, it will damage the coherence of text
semantics, that is, the semantic relevance of the words. Therefore it is easier to be distinguished
from the normal texts. Figure 8 shows the change of steganalysis performance of the TS-CSW
(Single) on the poetry dataset with the increase of embedding rate.

Thirdly, we notice that for the proposed models, the text length seems to be a significant
performance impact factor. We can compare the results on EL set with those on FL set under
each embedding rate, since the length of each sample in EL is twice as long as that of FL. For
the TS-CSW (Single), most of the test results on EL are better than those on FL. But for TS-
CSW (Multi), the results are the opposite, that is, most of the test results on FL are better than
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those on EL, especially at low embedding rates. Similarly, for the same pattern (FL or EL), the
text length of the SW sample is longer than that of the FW. If we compare the results of FL and
EL in FW and SW respectively, we can also draw the same conclusion, that is, TS-CSW
(Single) is more suitable for the detection of longer texts, while TS-CSW (Multi) is more
suitable for the detection of shorter texts. We analyze that the reason for this phenomenon is

Fig. 7 The ROC curves of each model on SW-FL set when bpw = 1

Fig. 8 The change of the steganalysis performance of the TS-CSW (Single) on the poetry dataset with the
increase of embedding rate
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that these two models focus on different correlations between words. While TS-CSW (Multi)
extracts features from each sentence in the poems, it focuses on the correlation between words
in a single sentence, which includes successive word correlations and cross word correlations.
TS-CSW (Single) treats the entire poem as a whole and then performs semantic extraction. It
pays more attention to the the relevance between sentences, which are cross sentence corre-
lations. When the embedding rate of covert information in the generated poems is low, it first
affects the correlation between words in a single sentence, but it still maintains a strong
correlation between different sentences. Therefore, the changes in the feature space will first be
detected by an TS-CSW (Multi). As the embedding rate increases, it gradually begins to affect
the correlation between sentences. This extra semantic change will be detected by TS-CSW
(Single), and therefore exhibits a higher performance detection.

Finally, when we compare the results of natural steganographic text, we find that at the same
embedding rate, the detection accuracy of generated news and movie comment is better than the
generated twitter text. The reason might be that Twitter text is not a serious text, and it tends to be
colloquial. Therefore, the Twitter texts have a large degree of irregularity and a large variance in
quality. Therefore, even if we embed information inside, its damage to the quality of the text will
bemore difficultto detect. However, it is worth noting that even in this case, the detection accuracy
of our model is still higher than other models, and in most cases it can reach higher than 90%.

4.4 Embedded rate estimation

As we have mentioned before, our model can automatically extract the correlations between
words in the text and map them to a high-dimensional feature space. We can use t-Distributed
Stochastic Neighbor Embedding (t-SNE) [24] technique for the dimensionality reduction and
visualization of this feature space, which can be found in Fig. 9. In this feature space, each
point represents a poem containing hidden information with different embedding rates, and
different colors indicate different embedding rate poems.

From the Fig. 9, firstly, we find that points with the same embedding rate are clustered
in the same area, indicating that our model accurately detects the subtle differences in the
semantics of these texts under different information embedding rates. Secondly, we can
clearly see that as the embedded rate of hidden information increases in the generated
texts, their distribution in the semantic space will gradually change and migrate, from the
red area (which contains no hidden information) to the purple area (bpw = 5). When the
embedding rate is low, such as bpw = 1, the area formed by the corresponding yellow dots
and the red dots (containing no hidden information) still have some overlaps, but the
change of the center of gravity can beclearly seen. When the embedding rate is high, for
example, the area formed by the points of dark blue and purple dots have very clear
boundaries with the red dots area.

The results in Fig. 9 fully demonstrate our model’s ability to extract the correlations
between words in the text, as well as the ability to implement text steganalysis using subtle
differences of these correlations’ distributions under different information embedding rates.
This is also the core point of this paper, that is, after embedding hidden information in texts, it
will damage the correlations between words in the text, and if we can find a suitable method
(such as the TS-CSWmethod proposed in this paper) to extract these correlation features, then
we can use these subtle differences in the feature space to achieve effective steganalysis.

Further, besides steganographically determined, we find our model can even make use of
the distribution of texts in feature space to estimate the capacity of hidden information inside.
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We mixed the steganographic texts of different embedding rates and then used the proposed
model and other previous models for multi-classification. We want to know if the proposed
model can accurately estimate the capacity of concealed information in steganographic text.
The experimental results are shown in Table 5. From Table 5, we can see that our model can
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Fig. 9 The distribution of poetries under different information embedding rates in the feature space. Each point
represents a poem containing hidden information with different bpw from 0 to 5, and different colors indicate
different embedding rate poems. We can clearly see that as the embedded rate of hidden information increases in
the generated texts, their distribution in the semantic space will gradually change and migrate

Table 5 The results of the proposed models’ estimate of the capacity of the covert information in texts

Model FW SW News IMDB Twitter

FL EL FL EL

Method in [27] P 0.258 0.266 0.261 0.246 0.445 0.490 0.417
R 0.297 0.311 0.292 0.286 0.396 0.512 0.363

Method in [32] P 0.465 0.510 0.493 0.540 0.701 0.742 0.620
R 0.473 0.511 0.492 0.521 0.396 0.512 0.363

Method in [8] P 0.465 0.513 0.496 0.568 0.745 0.767 0.638
R 0.472 0.515 0.501 0.568 0.741 0.760 0.615

TS-CSW (Single) P 0.711 0.744 0.724 0.772 0.803 0.849 0.741
R 0.708 0.743 0.735 0.769 0.799 0.844 0.705

TS-CSW (Multi) P 0.751 0.724 0.737 0.718 - - -
R 0.749 0.718 0.734 0.712 - - -
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achieve an estimated accuracy higher than 70% for the hidden information in the text, which
outperforms all the other models. Although there is still much room for improving these
results, but our results point out another possible direction for future text steganalysis research,
that is, besides simply judging whether the text contains covert information or not, we can
further try to estimate how many secret information contained in steganographic texts. This
will play a more active role in maintaining the security of cyberspace.

5 Conclusion

In this paper, we propose a new text steganalysis method. We analyzed the correlation between
words in these generated steganographic texts. To extract those correlation features, we
propose the words correlation extraction model, which is based on convolutional sliding
windows (CSW). We find that after embedding the secret information, there exists a subtle
distribution difference of the features space. Then we propose the feature classification model
to classify those correlation features into cover text and stego text categories. To train and test
the proposed model, we collected and released a large text steganalysis (T-Steg) dataset, which
contains a total number of 396,000 texts with various embedding rates under various formats
including special format and natural texts. Experimental results show that the proposed model
achieves nearly 100% precision and recall, outperforms all previous methods. Besides, our
model can even make use of the subtle distribution difference of the features to estimate the
capacity of the hidden information inside, and the estimated accuracy rate is above 70%. We
hope that this paper will serve as a reference guide for researchers to facilitate the design and
implementation of better text steganalysis.
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