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Abstract
Face expression recognition is a key-subject of machine learning, and the primary issue on it is
lack of accuracy. This paper proposes a novel face expression recognition method using
Decision Based Rule-Oriented Median Filter (DBROMF) and Multi-Directional Triangles
Pattern (FER-MDTP). The DBROMF is a novel noise reduction method which removes the
impulse noise from the facial images. This FER method enriched with a new image descriptor
(MDTP) which is structured via multi-directional triangle pattern to provide a superior image
description. An unparalleled novel algorithm to locate the human face organ viz. lip and
eyeball stuffed in this research by getting assistance with fuzzy edge strength and abbreviated
as an MDTP-FES method. These landmarks of features extracted, and the histogram oriented
features tailored with the classification division. The support vector neural network classifier
(SVNN) is integrated to conduct the classification job. The JAFFE, CK, TFEID, and ADFES
databases are linked to perform the simulation which telescoped with six face expressions. The
proposed method lifts the accuracy to a significant range than the existing state-of-the-art
methods.

Keywords MDTPdescriptor . FER . SVNN .MDTP-FES . Triangle pattern

1 Introduction

Face Expression Recognition (FER) is an attractive field in pattern recognition and computer
vision for the period of earlier days. Generally, an Automatic FER system includes three parts
such as face tracking and detection, feature extraction and expression classification [1, 2]. In
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the pattern recognition field, Face Expression Recognition is one of the challenging tasks. FER
algorithms have some difficulties related to luminance which affects the accuracy. Thus the
effective FER system is needed, to overcome these difficulties.

The various feature extraction methods are Adaptive Discriminative Metric Learning
(ADML) [3], Scale Invariant Feature Transform (SIFT) [4], Laplacian of Gaussian (LOG),
Local Binary Pattern (LBP) [5], etc. The various classifiers are Support Vector Machine
(SVM) [6], Radial basis function neural network [7], Deep Neural Network (DNN) [4], Deep
Belief Network (DBN), Time Delay NN (TDNN) [8], etc. Several exciting areas have some
applications in Automatic Facial Expression Recognition such as robotics [9], telecommuni-
cations, video games, automobile safety, health care [10], behavioral science, etc. [1].

Munir et al. suggested that the Merged Binary Pattern Code (MBPC) can perform through
zone based holistic manner. MBPC produces the two 8-bit codes such as HV-code and D-code.
Before the feature extraction, image enhancement required. So the Contrast Limited Adaptive
Histogram Equalization (CLAHE) is used in the frequency domain [11]. Zhang et al. proposed
the FER with the fusion of Multi-signal Convolutional Neural Network (MSCNN) and Part-
based Hierarchical Recurrent Neural Network (PHRNN). The PHRNN model is useful to
extract the temporal features since the consecutive frames as well as MSCNN model is
valuable to obtain the spatial features commencing the still frames [12].

Ding et al. offered the two descriptors for automatic FER such as Double Local Binary
Pattern (DLBP) and Taylor Feature Pattern (TFP) for feature extraction. The DLBP with
Logarithm Laplace (LL) domain efficiently detect the peak frames from the videos also
reduces the detection time. The TFP extracts the useful discriminative information from the
taylor feature map. [13]. Uddin et al. introduced the depth camera based approaches for
proficient FER. The combined method of the Local Directional Rank Histogram Pattern
(LDRHP) and the Local Directional Strength Pattern (LDSP) descriptors extracts the spatio-
temporal features. These features applied to the Convolutional Neural Network (CNN) for
classification of the expressions [14].

Yang et al. proposed the automatic FER via Weighted Mixture Deep NN (WMDNN)
which uses the dual channel facial image it includes the grayscale facial image and its
similar LBP image. The dynamic features are also extracted and tuning the VGG16
network model is based on ImageNet dataset [15]. Uddin, Hassan et al. proposed the
Local Directional Positional Pattern (LDPP) for feature extraction in FER. Local Direc-
tional Position Pattern (LDPP) forms the 8-bit binary code for each pixel and extracts the
high dimensional texture features. The feature dimensions are reduced using the Principal
Component Analysis (PCA), and the robust features are made using Generalized Discrim-
inant Analysis (GDA). Then these features are applied to the Deep Belief Network (DBN)
classifier for expression recognition. [16].

Zeng et al. introduced the combination of Histogram of Oriented Gradient (HOG) and LBP
descriptors which extracts the high dimensionality features in the form of a mixture of appear-
ance [17] and geometric [18] facial features. These top dimensional features are reduced and fed
to the Deep Sparse Autoencoder (DSAE), and it uses the forward propagation to recognize the
expressions. Meena et al. suggested the Graphical Signal Processing (GSP) for feature vector
dimensionality reduction. The features produced by Discrete Wavelet Transform (DWT) - HOG
are high dimensional, and they reduced through GSP. Finally, the classification performed by
using the k nearest neighbor classifier [19]. Cruz et al. introduced the Temporal Patterns of
Oriented Edge Magnitudes (TPOEM) which based on the temporal and spatial derivatives. The
adaptive weighted average procedure used with TPOEM which classifies the expressions [20].
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In this paper, a novel DBROMF noise removal filter is used to remove the impulse noises
from the input images in a practical way. Also, a novel MDTP descriptor which includes the
influence of multi-directions triangle. The pattern is proposed to generate the description of the
input face image with tolerance against brightness and luminance variations. The fusion
process fused the left, bottom, top, and right direction oriented fuzzy edge strength to
accomplish the face organ edge image. The lip and eyeball based features associated with
the histogram feature model are extracted and fed as training input to the Support Vector
Neural Network (SVNN) classifier to develop an effective classifier. The testing module of
SVNN simulates or conducts a face expression detection task which incorporates with the
recognizable face expressions viz. disgust, sad, smile, surprise, anger, and fear.

The rest of the paper is structured as follows, and Section 2 gives a brief description of the
proposed method. Section 3 illustrates the experimental results and discussion of the proposed
plan. The paper ends with a conclusion.

2 The proposed method

This paper proposes an FER method which is compared by lip and eyeball oriented features
based on a novel image descriptor MDTP which is incorporated by triangle based window
masks derived from multi-directions including the bottom, top, left and right directions.

This method is composed of four major phases.

& DBROMF based noise reduction
& MDTP descriptor image generation
& Fuzzy edge strength based Face-Organ-Edge image generation
& Feature extraction and classification

The input query image processed by DBROMFwhich removes the salt and pepper noises. The
noise-free face image is handled by the four directional triangle patterns which cause edge
images to form MDTP image descriptor. The fuzzy edge strength is formulated from each
directions MDTP descriptor and the novel fusion process drawn out the landmarks of the lip
and eyeball organs. The lip and eyeball oriented histogram features are extracted to serve as
input for the SVNN classification process, which is of the category related to Neural Network
for benefiting the face expression type recognition. Figure 1 denotes the architecture of the
proposed FER method.

2.1 DBROMF based noise reduction

The proposed Decision-Based Rule-Oriented Median Filter (DBROMF) method removes the
salt and pepper noises from the facial expression images. At first, the input face image is
examined to know whether the image contains noisy pixels. Noisy pixel means the gray level
value of the pixel is 0 or 255 if the gray level value of the pixel deceit among 0 or 255. If so the
pixel is considered as noise free.

The working procedure of the DBROMF noise reduction described as follows. Firstly the
input image is read along with the 3 × 3 window. After that, every pixel of the input image
examined for the occurrence of salt and pepper noise. Imagine that the pixel Nxy considered if
the pixel intensity value lies between 0 and 255, then the pixel is regarded as an unaffected,
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and the pixel intensity value updated by the same value that means no change. If the pixel
value is 0 or 255, the pixel considered as an affected pixel, and two cases are probable. In one
case if every element of the chosen window holds 0’s and 255’s. The mean value should be
discovered and update the 0’s and 255’s values by this mean value. In another case, if the entire
elements are not of the chosen window which holds 0’s and 255’s but median values update
some of the holds 0’s and 255’s and four cases are probable.

& Case 1: if the chosen window element’s maximum majority strength is equal to
windowsizeð Þ2−1

2 then the affected pixels are updated by median value. The median value

calculated as follows, if it is single dominant instances, then the single dominant intensity
values are taken as the median value. If the multi-dominant instances along with edge
supported dominant intensity is available, then the edge supported dominant intensity
values considered as median value otherwise average of the dominant intensities consid-
ered as the median value.

& Case 2: if the chosen window element’s maximum majority strength is equal to
windowsizeð Þ2−1

2

� �
−1 then the affected pixels are updated by mean value. The median value

calculated as follows, if it is single dominant instances, then the median value is calculated
as same as in case 1. If the multi-dominant instances along with edge supported dominant
intensity is available, then the edge supported dominant intensity values taken as median
value otherwise first median value calculated and closest dominant intensity concerning
the first median value is considered as the median value.

& Case 3: if the chosen window element’s maximum majority strength is less than
windowsizeð Þ2−1

2

� �
−1 and greater than 1 then the median value is calculated, and it is taken

as the median value.
& Case 4: if the chosen window element’s maximum majority strength is equal to 1 then the

mean value is calculated, and the mean value taken as the median value.
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Fig. 1 The Architecture of the proposed FER-MDTP
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2.2 MDTP descriptor image generation

In conventional systems, the rectangle or square window models used for deriving the
image descriptors. So the block level representations are produced for face images and
the directional based descriptions and split part representations are missing. In proposed
systems, the neighbor based triangle window models used, in which four directional
oriented features derived. The multi-model triangles produce the multi-order oriented
features and split part representations for face images which are efficient than the
conventional systems.

A rectangular window of size 7 × 7 can subdivide as four triangular windows which reflect
the representation of the four directions: bottom, top, left and right. These phenomenons
depicted in Fig. 2.

The bottom directional triangle window is shown individually in Fig. 3 which is originated
by [i,j] location and besides that the elements notations [a,b,c,…p], hints the addressing of
triangle window entities. This bottom directional triangle window is used as a source to invent
and organize the new triangle patterns (or sub triangle patterns) which are expressed in Fig. 4
to evaluate the MDTP-based image descriptor, through convolution process.

The concerned 18 patterns are convoluted with the input query image, and the outputs have
undergone the canny edge detection process to yield edge detection output images. These edge
output images generate an intermediate output which is known by IMDTP, a partial descriptor
associated with bottom direction triangle patterns using Eq. (1):

IMDTP i; jð Þ ¼ IMDTP i; jð Þ þ ED i; j; pð Þ ð1Þ
where i ∈ [0,H − 1], j ∈ [0,W − 1], p ∈ [0, P − 1], IMDTP is the MDTP based image descriptor,
ED is the edge detection output from pth triangle pattern related with bottom direction, p
denotes the triangle pattern index, H is the image height, W is the image width, P is the whole
triangle patterns.

The top directional triangle window of 18 triangle patterns formed that resembled with the
bottom direction process. The top directional 18 patterns have undergone the convolution
process with query image, and this output is processed by canny edge detection to grant edge
detection outputs. This edge detection outputs applied with Eq. (1), and the resultant values
projected over the same image matrix IMDTP. The IMDTP image continuously updated by the left
and right triangle patterns with a similar mode, and finally, the MDTP image descriptor IMDTP

successfully obtained. The entire processing steps united with MDTP image descriptor
formation is showcased in the algorithm inner-titled by step 1 and step 2. The MDTP oriented
elements depicted in Fig. 7f.

Red – Top Direction Triangle Window

Green - Left Direction Triangle Window

Blue - Right Direction Triangle Window

Yellow – Bottom Direction Triangle Window

Fig. 2 Four Directional Triangle Windows
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2.3 MDTP fuzzy edge strength based face organ edge image generation

The bottom directional triangle pattern based edge outputs (totally 18) are used to generate the
bottom directional edge image IBDE to create the bottom directional edge image using Eq. (2),

IBDE i; jð Þ ¼ IBDE i; jð Þ þ ED i; j; pð Þ ð2Þ
The top directional edge image ITDE, the left directional edge image ILDE, and right directional
edge image care formed similarly to the IBDE image formulation.

The fuzzy edge strength computation IFES accomplished via Algorithm.1 and the edge
strength computation IFES(i, j) which is built by a mnemonic value of the range 0 to 3 using the
edge strength (ES) in Eq. (3),

IFES i; jð Þ ¼
0; 0≤ES≤4
1; 5≤ES≤9
2; 10≤ES≤14
3; 15≤ES≤18

8>><
>>:

ð3Þ

a

b c d

e f g h i

j k l m n o p

Fig. 3 Bottom Triangle Element
Representation

Mask 0 Mask 1 Mask 2 Mask 3 Mask 4

Mask 5 Mask 6 Mask 7 Mask 8 Mask 9

Mask 10 Mask 11 Mask 12 Mask 13 Masks 14

Mask 15 Mask 16 Mask 17

Fig. 4 Description of 18 triangle patterns united with the bottom direction
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Subsequently, the same procedures are adapted to construct the bottom fuzzy edge strength
image IBFES top fuzzy edge strength image ITFES, left fuzzy edge strength image ILFES and right
fuzzy edge strength IRFES.

ITFES is formed by the fusion of four directional edge strengths. The four directional fuzzy
edge shapes fused into a single byte value based on Fig. 5 where each directional [i, j]th edge
data fills two bits of the byte data of [i, j]th location. This reason, only the fuzzy edge value is
limited into the range 0 to 3 which can be compacted by two bits. The algorithm steps 3 to 6
illustrate how to project each directional fuzzy edge data into a single byte which is the source
to form the face organ edge image. Here the lip and eyeball areas are visible, and the other
regions suppressed. It leads to the extraction of the eyeball and lip regions with ease and
efficiency. This face-organ-edge image illustrated in Fig. 7g.

In existing descriptor representation the face organs are not easily represented because it
contains unwanted edge artifacts. In the proposed MDTP descriptor representation the direc-
tional and multi-order oriented features are embedded, so the face organs like lip and eyeball
easily extracted which is useful. Comparing with full face image features extraction the proper
face organs feature extraction provides more efficient features for useful FER.

Algorithm 1

Input: MDTP descriptor image, BDEI , TDEI , LDEI , RDEI
Output: BFESI , TFESI , LFESI , RFESI

1. Read the MDTP descriptor image and initialize the Edge Strength (ES) to edge image.

2. Compare the edge strength with 18 patterns using the Eq.(3)

3. Compute fuzzy edge strength image for bottom directional edge image BFESI using step 2, and it fills first 

two-byte locations.

4. Compute fuzzy edge strength image for top directional edge image TFESI using step 2, and it fills two-byte

location by right shifting 2 bytes (>> 2).

5. Compute fuzzy edge strength image for left directional edge image LFESI using step 2, and it fills two-byte

location by right shifting 4 bytes (>> 4).

6. Compute fuzzy edge strength image for right directional edge image RFESI using step 2, and it fills two-byte

location by right shifting 8 bytes (>> 6).

2.4 Feature extraction and classification

The histogram is the compact multi energetic information in which the feature extraction areas
of lip and eyeball extracted, and histograms in associated with IMDTP image descriptor are
formulated to reflect the facial expression to feed training samples for SVNN classifier. The
SVNN [21] classifier is a neural network based classifier which can successfully be adapt with
FER system. SVNN trains the six face expressions and the query feature is used to conduct the
SVNN testing process to draw out the resultant face expression type.

Fig. 5 Fuzzy Edge Strength Image

Multimedia Tools and Applications (2019) 78:26223–26238 26229



The architecture of the SVNN depicted in Fig. 6. The SVNN comprises of the input layer,
hidden layer, and the output layer. The histogram features from the lip and eyeball areas fed to
the input layers and the training are carried out. The score value provided by the SVNN
ensures the recognition of the person. The features are corresponding to a person gaining the
maximum score value authenticated.

The output of the SVNN described as OutputSVNN in Eq. (4)

OutputSVNN ¼ z� logsig ∑
n

N¼1
HN �WeN

� �
þWeight

� �
þ Bias ð4Þ

Input layer set,

WeN ¼ We1;We2; :::;Wenf g ð5Þ
Feature set,

HN ¼ H1;H2; :::;Hnf g ð6Þ
where z denotes the bias value, WeN indicates the input layer defined by Eq. (5), HN specifies
the Nthfeature described in Eq. (6), and n specifies the total number of features employed for
facial expression recognition. The weight and bias of the output layer denoted as, Weight and
Bias.

The proposed FER system illustrated via Algorithm 2 which contains IMDTP MDTP
Descriptor Image, IBDEBottom Directional Edge Image,ITDETop Directional Edge
Image,ILDELeft Directional Edge Image,IRDERight Directional Edge Image,IFESFuzzy Edge
Strength Image,IBFESBottom Fuzzy Edge Strength Image,ITFES Top Fuzzy Edge Strength
Image,IRFESRight Fuzzy Edge Strength Image and ILFESLeft Fuzzy Edge Strength Image.

Algorithm 2

Input : Face image

Output : Face Expression Type.

1. Read the input image I with H height, W width

2. Reduce the noise by DBROMF method

3. Initialize total directions to 4 and 18 patterns for each direction

4. Compute MDTP descriptor image IMDTP by convoluting the 18 patterns with the canny operator

5. Compute bottom directional edge image IBDE using bottom directional triangle patterns

6. Compute top directional edge image ITDE using top directional triangle patterns

7. Compute left directional edge image ILDE using left directional triangle patterns

8. Compute right directional edge image IRDE using right directional triangle patterns

9. Compute MDTP based fuzzy edge strength BFESI , TFESI , LFESI , RFESI using Algorithm 1

10. Separate the lip and eyeball facial organs

11. Calculate the histograms for lip and eyeball regions.

12. Perform expression recognition using SVNN training and testing

13. Display the Face expression type

3 Experimental results

Japanese Female Facial Expression (JAFFE) [22] is an image database in which female facial
expressions selectively gathered on account of 213 facial images referred with seven facial
expressions like 256 × 256 pixel dimension. Cohn Kanade (CK) database [23] telescoped with
486 sequences of facial expression images connected by 97 subjects that have packed with
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facial expressions belonging to the neutral frame to peak-expression frame. Taiwanese Facial
Expression Image Database (TFEID) [24] includes 7200 stimulants which taken from 40
subjects. Amsterdam Dynamic Facial Expression Set (ADFES) [25] is a facial expression
database, and it consists of the 648 stimuli of six basic expressions along with contempt, pride
and embarrassment expressions.

Figure 7a to g shows theworking principle of FER-MDTP system. Figure 7a denotes the original
query image. Figure 7b illustrates the bottom directional edge of the original image. Figure 7c shows
the top directional edge of the original image. Figure 7d denotes the left bottom directional edge of
the original image. Figure 7e illustrates the right directional edge of the original image. Figure 7f
indicates theMDTP descriptor image, and Fig. 7g shows the face organ structure of the query image.

Fig. 7 a Original Image b Bottom Image c Top Image d Left Image e Right Image (f) MDTP descriptor image g
Face organ structure
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Fig. 6 The architecture of the SVNN
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For evaluating the performance of the proposed method, two measures calculated that is
recognition accuracy and confusion matrix using JAFFE, CK, TFEI, and ADFES databases.
Also, the proposed method compared with various FER methods such as LDN [26], HOG
[27], LBP [28], WLBI-CT [29], HOG-DCT [30]. For experimentation, images from JAFFE
database, CK database, TFEI database, and ADFES database used which contains the six
expressions such as anger, disgust, fear, smile, sad and surprise.

The accuracy analysis performed by using the accuracy formula, and it depicted in Eq. (7).

Accuracy ¼ TruePositive
TruePositiveþ FalsePositive

ð7Þ

Table 1 shows the recognition accuracy analysis using the JAFFE database for different
expressions which include anger, disgust, fear, smile, sad and surprise. The anger expression
has the percentage of accuracy for FER-LDN, FER-HOG, FER-LBP, FER-WLBI-CT, FER-
HOG-DCT and Proposed are 85.27, 85.9, 86.71, 86.95, 87.52 and 89.74 respectively. The
disgust expression has the percentage of accuracy for FER-LDN, FER-HOG, FER-LBP, FER-
WLBI-CT, FER-HOG-DCT and Proposed are 87.71, 87.93, 88.97, 89.85, 90.02 and 93.25
correspondingly. The fear of expression has the percentage of accuracy for FER-LDN, FER-
HOG, FER-LBP, FER-WLBI-CT, FER-HOG-DCT and Proposed are 82.56, 83.25, 83.93,
84.97, 85.5 and 88.38 respectively. The smile expression has the percentage of accuracy for
FER-LDN, FER-HOG, FER-LBP, FER-WLBI-CT, FER-HOG-DCT and Proposed are 96.32,
96.72, 96.81, 97.57, 97.9 and 99.25 respectively. The sad expression has the percentage of
accuracy for FER-LDN, FER-HOG, FER-LBP, FER-WLBI-CT, FER-HOG-DCT and Pro-
posed are 84.17, 84.29, 84.96, 85.73, 85.9 and 88.12 correspondingly. The surprise expression
has the percentage of accuracy for FER-LDN, FER-HOG, FER-LBP, FER-WLBI-CT, FER-
HOG-DCT and Proposed are 95.08, 94.92, 95.81, 96.58, 96.92 and 98.34 respectively. The
proposed method has high recognition accuracy than the existing method and also smile and
surprise expression has the highest accuracy than the other expressions.

Table 1 Accuracy acquired by using various FER methods on the JAFFE database

Method Anger (%) Disgust (%) Fear (%) Smile (%) Sad (%) Surprise (%)

FER-LDN 85.27 87.71 82.56 96.32 84.17 95.08
FER-HOG 85.9 87.93 83.25 96.72 84.29 94.92
FER-LBP 86.71 88.97 83.93 96.81 84.96 95.81
FER-WLBI-CT 86.95 89.85 84.97 97.57 85.73 96.58
FER-HOG-DCT 87.52 90.02 85.5 97.9 85.9 96.92
Proposed 89.74 93.25 88.38 99.25 88.12 98.34

Table 2 Accuracy acquired by using various FER methods on CK database

Method Anger (%) Disgust (%) Fear (%) Smile (%) Sad (%) Surprise (%)

FER-LDN 83.34 86.53 82.47 94.52 82.57 93.46
FER-HOG 84.41 86.84 83.16 94.82 83.32 94.15
FER-LBP 85.27 87.77 84.26 97.13 84.12 95.26
FER-WLBI-CT 85.94 88.95 84.91 97.2 85.23 96.31
FER-HOG-DCT 86.15 89.04 85.12 97.43 85.42 96.45
Proposed 88.21 91.38 87.42 98.91 87.57 98.53
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Table 2 shows the recognition accuracy analysis using the CK database for different
expressions which include anger, disgust, fear, smile, sad and surprise. The FER-LDN method
has the accuracy for anger, disgust, fear, smile, sad and surprise expressions are 83.34, 86.53,
82.47, 94.52, 82.57 and 93.46 respectively. The FER-HOGmethod has the accuracy for anger,
disgust, fear, smile, sad and surprise expressions are 84.41, 86.84, 83.16, 94.82, 83.32 and
94.15 correspondingly. The FER-LBP method has the accuracy for anger, disgust, fear, smile,
sad and surprise expressions are 85.27, 87.77, 84.26, 97.13, 84.12 and 95.26 correspondingly.
The FER-WLBI-CT method has the accuracy for anger, disgust, fear, smile, sad and surprise
expressions are 85.94, 88.95, 84.91, 97.2, 85.23 and 96.31 respectively. The FER-HOG-DCT
method has the accuracy for anger, disgust, fear, smile, sad and surprise expressions are 86.15,
89.05, 85.12, 97.43, 85.42 and 96.45 respectively. The proposed FER-MDTP method has the
accuracy for anger, disgust, fear, smile, sad and surprise expressions are 88.21, 91.38, 87.42,
98.91, 87.57 and 98.53 correspondingly. The smile and surprise expressions have the highest
recognition accuracy than the other expressions and fear expression has the lowest accuracy.
The proposed method gives the highest accuracy than the existing methods for difference six
facial expressions.

Table 3 shows the recognition accuracy analysis using the ADFES database for different
expressions which include anger, disgust, fear, smile, sad and surprise. The FER-LDN method
has the accuracy for anger, disgust, fear, smile, sad and surprise expressions are 80.36, 83.04,
79.49, 91.45, 79.03 and 89.55 respectively. The FER-HOGmethod has the accuracy for anger,
disgust, fear, smile, sad and surprise expressions are 81.45, 83.91, 80.02, 92.13, 80.28 and
91.46 correspondingly. The FER-LBP method has the accuracy for anger, disgust, fear, smile,
sad and surprise expressions are 82.3, 84.84, 81.47, 93.3, 81.16 and 92.37 correspondingly.
The FER-WLBI-CT method has the accuracy for anger, disgust, fear, smile, sad and surprise
expressions are 82.94, 86.1, 82.14, 94.47, 82.37 and 93.28 respectively. The FER-HOG-DCT
method has the accuracy for anger, disgust, fear, smile, sad and surprise expressions are 83.3,

Table 3 Accuracy acquired by using various FER methods on ADFES database

Method Anger (%) Disgust (%) Fear (%) Smile (%) Sad (%) Surprise (%)

FER-LDN 80.36 83.04 79.49 91.45 79.03 89.55
FER-HOG 81.15 83.91 80.02 92.13 80.28 91.46
FER-LBP 82.3 84.84 81.47 93.3 81.16 92.37
FER-WLBI-CT 82.94 86.1 82.14 94.47 82.37 93.28
FER-HOG-DCT 83.3 86.38 82.31 94.59 82.49 93.41
Proposed 84.25 87.35 82.76 95.37 83.25 94.2

Table 4 Performance Analysis

Method Average
Accuracy
of JAFFE
Database (%)

Average
Accuracy of CK
Database (%)

Average
Accuracy of TFEI
Database (%)

Average
Accuracy of ADFES
Database (%)

Average
Time Taken
(seconds)

FER-LDN 87.83 86.63 84.25 83.52 0.243
FER-HOG 88.25 87.45 85.2 84.65 0.251
FER-LBP 90.48 88.17 85.61 85.52 0.285
FER-WLBI-CT 92.73 91.53 89.15 88.35 0.353
FER-HOG-DCT 93.28 92.45 89.52 88.76 0.396
Proposed 97.23 95.78 92.54 90.98 0.422
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86.38, 82.31, 94.59, 82.49 and 93.41 respectively. The proposed FER-MDTP method has the
accuracy for anger, disgust, fear, smile, sad and surprise expressions are 84.25, 87.35, 82.76,
95.37, 83.25 and 94.2 correspondingly. The smile and surprise expressions have the highest
recognition accuracy than the other expressions and fear expression has the lowest accuracy.
The proposed method gives the highest accuracy among the existing methods for difference
six facial expressions.

Table 4 shows the performance analysis of the proposed method compared to the FER
methods which are evaluated using the JAFFE, CK, TFEI and ADFES databases. The average
percentage of accuracy using JAFFE database for FER-LDN, FER-HOG, FER-LBP, FER-
WLBI-CT, FER-HOG-DCT and proposed FER-MDTP are 87.83, 88.25, 90.48, 92.73, 93.28
and 97.23 respectively. The average percentage of accuracy using the CK database for FER-
LDN, FER-HOG, FER-LBP, FER-WLBI-CT, FER-HOG-DCT and proposed FER-MDTP are
86.63, 87.45, 88.17, 91.53, 92.45 and 95.78 correspondingly. The average percentage of
accuracy using the TFEI database for FER-LDN, FER-HOG, FER-LBP, FER-WLBI-CT,
FER-HOG-DCT and proposed FER-MDTP are 84.25, 85.2, 85.61, 89.15, 89.52 and 92.54
correspondingly. The average percentage of accuracy using the ADFES database for FER-
LDN, FER-HOG, FER-LBP, FER-WLBI-CT, FER-HOG-DCT and proposed FER-MDTP are
83.52, 84.65, 85.52, 88.35, 88.76 and 90.98 respectively. The average seconds were taken to
recognize the expressions for FER-LDN, FER-HOG, FER-LBP, FER-WLBI-CT, FER-HOG-
DCT and proposed FER-MDTP are 0.243, 0.251, 0.285, 0.353, 0.396 and 0.422 respectively.
The proposed method requires more processing time, but it achieves better recognition
accuracy than the other compared methods. The proposed method gives 97.23% average
accuracy for the JAFFE database which is the highest accuracy among the other methods.
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Fig. 8 Recognition accuracy analysis of JAFFE, CK, TFEI, and ADFES databases

Table 5 Accuracy Analysis in occurrence of 25% noise on CK database

Method Anger (%) Disgust (%) Fear (%) Smile (%) Sad (%) Surprise (%)

FER-LDN 84.62 86.91 83.67 94.96 82.64 93.29
FER-HOG 84.53 87.56 83.94 95.52 83.85 94.87
FER-LBP 86.41 88.47 84.97 96.81 84.42 95.82
FER-WLBI-CT 86.84 89.05 85.04 97.9 85.78 96.54
FER-HOG-DCT 87.56 89.73 85.77 98.06 86.31 96.89
Proposed 88.71 91.58 86.65 98.83 87.15 97.63
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Figure 8 illustrates the recognition analysis of FER methods using JAFFE, CK, TFEI, and
ADFES databases. Here the x-axis indicates the FER methods which include the compared
methods and the proposed method. The y-axis shows the percentage of accuracy generated by the
FERmethods for the three databases. From this, it clearly understood that four databases used for
analyzing the performances of the proposed FER-MDTP method. ADFES database obtains the
accuracy is less than the other three databases such as JAFFE, CK, and TFEI as well as the
proposed method FER-MDTP achieves better accuracy rate for the JAFFE database.

Table 5 shows the recognition accuracy analysis in the occurrence of 25% noise on the CK
database for different expressions which include anger, disgust, fear, smile, sad and surprise.
The FER-LDN method which has the accuracy for anger, disgust, fear, smile, sad and surprise
expressions are 84.62, 86.91, 83.94, 94.96, 82.64 and 93.29 correspondingly. The FER-HOG
method which has the accuracy for anger, disgust, fear, smile, sad and surprise expressions are
84.53, 85.56, 83.94, 95.52, 83.85 and 94.87 respectively. The FER-LBP method which has the
accuracy for anger, disgust, fear, smile, sad and surprise expressions are 86.41, 88.47, 84.97,
96.81, 84.42 and 95.82 respectively. The FER-WLBI-CT method which has the accuracy for
anger, disgust, fear, smile, sad and surprise expressions are 86.84, 89.05, 85.04, 97.9, 85.78
and 96.54 correspondingly. The FER-HOG-DCT method which has the accuracy for anger,
disgust, fear, smile, sad and surprise expressions are 87.56, 89.73, 85.77, 98.06, 86.31 and
96.89 correspondingly. The proposed FER-MDTP method has the accuracy for anger, disgust,
fear, smile, sad and surprise expressions are 88.71, 91.58, 86.65, 98.83, 87.15 and 97.63
respectively. The proposed method attains the maximum accuracy among the existing methods
for various six facial expressions.

Tables 6, 7, 8 and 9 depicts the confusion matrix of the proposed method using JAFFE, CK,
TFEI, and ADFES databases to understand the recognition behavior for individual expression.
The fear expression is highly confused than the other expressions, and it is confused with anger
and sad expressions. The anger expression also highly confused with sad and disgust expres-
sions which achieve 89.65%, 87.53%, 85.07% and 84.10% accuracy for JAFFE, CK, TFEI,
and ADFES databases respectively. The sad expression is confused with disgust, fear and

Table 6 The Confusion Matrix for 6-class Classification in FER using JAFFE database

Anger Disgust Fear Smile Sad Surprise

Anger 89.65 1.97 0 0 8.38 0
Disgust 1.83 92.27 0 0 5.9 0
Fear 8.06 0 87.95 0 3.99 0
Smile 0 0.5 0 99.5 0 0
Sad 2.04 7.02 2.47 0 88.47 0
Surprise 0 1.38 0 0 0 98.62

Table 7 The Confusion Matrix for 6-class Classification in FER using CK database

Anger Disgust Fear Smile Sad Surprise

Anger 87.53 3.57 0 0 8.9 0
Disgust 2.82 90.12 0 0 7.06 0
Fear 8.94 0 85.28 0 5.78 0
Smile 0 2.06 0 97.94 0 0
Sad 2.76 7.72 3.02 0 86.5 0
Surprise 0 2.95 0 0 0 97.05
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anger expressions which achieve 88.47%, 86.5%, 84.83% and 83.12% accuracy for JAFFE,
CK, TFEI, and ADFES databases respectively. The disgust expression is confused with sad
and anger expressions which achieve 92.27%, 90.12%, 88.35% and 87.18% accuracy for
JAFFE, CK, TFEI, and ADFES databases respectively. The surprise expression is slightly
confused with disgust expression, and it attains 98.62%, 97.05%, 95.54% and 94.05%
accuracy for JAFFE, CK, TFEI, and ADFES databases respectively. The smile expression
has a little confusion with disgust expression, and it attains the highest accuracy rate of 99.5%,
97.94%, 96.52% and 95.15% accuracy for JAFFE, CK, TFEI, and ADFES databases
respectively.

4 Conclusion

This paper comes forward with the three remarkable algorithms DBROMF, MDTP and
MDTP-FES to efficiently extract the features at the locations of lip and eyeball for effective
face expression recognition. The accuracy analysis of the JAFFE database exposes an evident
for the greatness of the proposed method FER-MDTP while connected with its higher
accuracy value of 97.23%. The CK, TFEI and ADFES databases analysis is also an essential
proof for the successful accuracy rate of 95.78%, 92.54% and 90.98% in that order of the
proposed method. The smile facial expression provides the most accuracy rate of 99.5% and
surprise expression belong to the following accuracy rate as 98.62%. The proposed method
outperforms the state-of-the-art FER methods through significantly improved accuracy.
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