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Abstract
In peer to peer (P2P) video streaming systems, peers in network assist to forward the data to
other peers without the interference of central servers. Video on Demand (VoD) is widely using
internet service, which offers video to users with effective control when they need it. The
major significant problem in developing a P2P VoD system is data scheduling, which
concentrates on dealing with transmitting and dispatching data segments within a system
efficiently. So a Gravitational Search Algorithm based data Scheduling (GSAS) is presented in
this paper. Initially, the network is developed in the form of hierarchical topology. Video file is
cached as data segments in each peer in the top layer of the network. Using the priority
function, these data segments are sorted or prioritized. Using the proposed GSA algorithm,
optimal or suitable peers which cache the requested data segments in the top layer are selected.
Then the prioritized data segments from the selected peers are scheduled to the peer which has
requested for video sequences. The video file BGrandmother^ with the size 53MB is examined
in this approach. This proposed approach is simulated in the network simulator. Simulation
results show that the performance of this proposed approach is superior to that of the existing
work in terms of throughput and scheduling time.

Keywords Peer to peer video streaming systems . Video on demand (VoD) . Gravitational search
algorithm . Data scheduling . Priority function

1 Introduction

P2P VoD streaming is the most prominent video applications over the Internet as of late
[6]. In P2P VoD system, peers require a short interval between the start time of playback
and video request [7]. Nevertheless, these peers have dynamic nature i.e. they can leave
and joint to the network at any time. Also, the peers can view distinctive parts of a video
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in the meantime. This declines their capacity to help each other. Clients ought to have the
capacity to control the video stream utilizing commands like stop and rewind [1–3, 9–11,
15, 18, 24, 26]. In a P2P VoD framework, every peer can store and stream video to
demanding neighbor peers. The transmission capacity cost of streaming video is spread
among the peers as opposed to being centered on service providers of VoD [16, 17].
However, Expanding clients and gigantic multi video information convey awesome
difficulties to vast scale VoD service framework. Because of the load set on video
servers, VoD is exorbitant. This may make QoS issues, causing much more peers to quit
viewing. To evade this, P2P VoD streaming frameworks require a solid error recovery
convention that can reconnect left peers rapidly and proficiently to stay away from lost
frames and critical deferrals [4, 5, 12, 21, 22, 24, 27, 28]. Also, this may cause effects on
the utilization rate of the bandwidth of general peers for P2P VoD streaming frameworks.

So data scheduling is the solution to improve the utilization rate of the system. Many
data scheduling schemes have been proposed in P2P. However, few works are available
for scheduling in P2P VoD. In [25], Q. Yu et al have presented optimal data scheduling
for P2P VoD. The authors have proposed a streaming data scheduling based on a max-
flow scheme. Using this scheme, the authors have achieved minimum server load and
maximum user playback continuity. However, scheduling time and throughput of the
system are to be improved further. To overcome this problem, an efficient scheduling
algorithm is presented. Contributions of this proposed approach are described as follows.

& In this approach, a P2P network is developed in the form of hierarchical topology.
& Video files are stored as data segments in each peer. These data segments are prioritized

using the priority function.
& For optimal peer selection, GSA algorithm is presented. Then the prioritized data segments

are scheduled from the selected peer.
& This proposed approach is implemented in the platform of Network Simulator-2 (NS2).

Rest of this paper is organized as follows. Section 2 reviews some previous work. Section 3
presents the proposed GSAS method. Results of the proposed work are discussed in Section 4.
This paper is concluded with Section 5.

2 Related works

Only a few research works which related to data scheduling for P2P VoD system are available.
So, in this section, video streaming and caching techniques in P2P VoD are discussed. Q. Yu
et al [25] have proposed a max-flow-based optimal data scheduling method. The authors have
aimed to improve the quality of playback continuity and minimize the server load. They have
achieved their goal by optimizing the data scheduling using polynomial max-flow-based
streaming data scheduling algorithms. However, scheduling time and throughput of the system
are to be improved further. Eunsam Kim and Jonathan CL Liu [14] have presented an
integrated prefetching and caching scheme in multi video servers that was aimed at enhancing
the overall performance of the system by using cache memory space efficiently. They have
considered integrating the prefetching and caching technique to improve the function of the
framework. However, the interval between multiple consecutive streams has to be reduced
further to improve the performance. Thibaud Rohmer et al [19] have implemented a dynamic
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strategy selection based on Evidence theory to be applied on a P2P VoD system that was aimed
at improving the execution of a P2P VoD framework by utilizing a less complex learning
approach. They have taken into account using the strategy selection mechanism as the
implementation technique. However, the efficiency of the system has to be increased when
the demand increases. Kyung-Wook Hwang et al [13] have presented joint family adaptive bit
rate video on demand streaming over P2P networks with realistic abandonment which was
aimed at gaining the more playback rates with lesser interruption than existing systems. They
have utilized the technique of converting peers to partial seeds. However, the impact of
abandonment on the performance of the system has to be further reduced.

Robert Wojcik and and Jerzy Domzal [23] have implemented a performance evaluation
of traffic management mechanisms for P2P networks that was aimed at handling the traffic
in a P2P network with efficiency. They have decided to utilize the technique of economic
traffic management mechanisms to manage the traffic in the P2P network. However, the
cost efficiency of the method has to be enhanced more. Sercan Demirciet al [8] have
presented a hierarchical P2P clustering framework for video streaming systems that was
aimed at enhancing the clustering process among peers. They have utilized the method of
incorporating merge, join, split and cluster head selection mechanisms to further enhance
the clustering process. However, the implementation of Vivaldi algorithm in this method
has to be more productive without failing to gain full use of resources. Abdulaziz
Shehabet al [20] have proposed an efficient data distribution model in P2P networks for
video streaming. Using this proposed approach, authors have delivered the suitable video
content to peers by prefetching requested videos based on their interests. The efficiency of
video delivery systems has been measured based on the metrics server load and latency of
playout.

From the above-reviewed literature, the authors attained their aim by presenting
different data scheduling techniques. However, throughput and scheduling time of the
network has to be further improved. So, to achieve the aim of this literature, optimal
peer selection is presented. For optimal peer selection, the GSA algorithm is proposed.
This algorithm selects the optimal peer efficiently based on the service capability of the
peers.

3 Gravitational search algorithm based data scheduling P2P video
on demand

3.1 Overview

For data scheduling in P2P VoD system, GSA algorithm is presented in this paper. Initially,
P2P network is developed in hierarchical form. In this approach, videos are split into data
segments and these data segments are cached at each peer in the top layer. Also, these data
segments are prioritized based on the priority function. If a peer from the other layers requires
video to play or download, it forwards the data request to the proxy server which tracks all
peers in the network. Then, using the proposed GSA algorithm, optimal or suitable peers
which cache the requested data segments in the top layer are selected. Finally, the requested
video segments are scheduled from the chosen optimal peer (parent peer) to the peer that
requested for data. If the requested data is not available in the neighbor parent peer, the peer
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directly forwards requests to the VoD server. The block diagram of the proposed approach is
shown in Fig. 1.

3.2 System model

The hierarchical network is shown in Fig. 2. The network is developed in a hierarchical form.
Based on the available bandwidth of the peers, the top layer is formed. The first or top layer of
peer peers around the VoD server is considered as the parent peers P1, P2, and P3 as shown in
the figure. New peers are joined to the respective parent peers who provide the available
bandwidth to the new joining peers and are formed the consecutive layer. To all the peers in the
next layer, these parent peers cache the data segments. The peers in the second layer are
considered as its child peers by the peer in the first layer that is denoted as C1, C2, C3, C4, C5,
and C6. The peers in the same layer are considered as a sibling of one another. Proxy is
situated at the prime locations of the network. Each peer in the other layers forwards video
request to its parent peer. Then the requested video will be delivered to the peer with the help
of a proxy server. The peer forwards the video request to the VoD server directly if the
requested video is not available on the parent peer and proxy server.

Peer C4 sends a request to the proxy server through its parent peer P2 in the figure. If the
requested data is available the proxy server schedules the data from the parent peers P1, P2,
and P3. The videos are cached as data segments by each peer in the top layer. Using the Eq. (1)
the data segments in the cache of a peer in the top layer are prioritized. The playback time of

Network is developed in hierarchical 

Video segments are cached in each peer. 

Using priority function, these data 

segments are prioritized

Optimal peer is selected using GSA

algorithm

From the selected peers, data segments 

are scheduled

P2P VoD system

Fig. 1 Block diagram of the proposed approach
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each data segment is considered for prioritization. The segments have higher priority to be
scheduled to the peer. The priority calculation is defined as follows:

Pl ¼ 1= tl−tcurrentð Þ þ δ* 1=N Slð Þð Þ þ ran 0; 1ð Þ*ϕ ð1Þ
Where,

Pl denotes the priority of segment l
tl denotes Playback time length of segment l
tcurrent denotes Current playback time
N
(Sl)

denotes Number of neighbor peers which hold the segment l

δ denotes Coefficient of local rarest first strategy which is used to adjust the priority
between the rarest priority and urgent priority of segments.

ϕ denotes trembling coefficient used to adjust the trembling scope when two segments
have the same rarest priority.

VoD server

Proxy server

P1 P2 P3

C1 C2 C4C3 C5 C6

Link connectivity between peer nodes

Video request

Response to the request 

Data scheduling from P1, P2 and P3

Fig. 2 System model
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The proxy server schedules the requested data from the other peers if a peer in the second
layer sends data request to the proxy server via the parent peer. Optimal peer is selected among
the peers in the top layer using GSA for data scheduling. Service capabilities of each peer are
considered as the fitness function of the GSA algorithm for optimal peer selection. The
attributes taken as input to the GSA algorithm are the Uplink bandwidth, Euclidean distance
and online time of the peer. Service capability of the neighbor peer n of peer m is described as
follows

Fitness ¼ Cn
m ¼ tnm* bnm

� �2h i
=dnm ð2Þ

Where,

tnm represents the online time of the source/parent peer n of peer m
bnm represents the uplink bandwidth of source/parent peer n of peer m
dnm represents the Euclidean distance between source/parent peer n and peer m.

In spite of the fact that the best distance equivalents to the minimum routing hops in the real
network, Euclidean distance is calculated in this paper.

3.3 Optimal peer (OP) selection using GSA algorithm

For optimal peer selection from the top layer, GSA algorithm is presented in this
approach. GSA performs depend on the gravity law. In GSA, objects (candidate solu-
tions) are considered as the agents (masses). Due to the force of the gravity, the agents in
the region attract each other. So the agents with heavier masses attract the agent with less
mass. Thus, masses assist with the support of a straight form of communication via
gravitational force. An agent with the heavy masses (that related to optimal solutions)
starts to move more slowly than lighter ones. A solution of the problems describes the
position of the agent or mass. Inertial and gravitational masses are determined with the
support of a fitness function. The solution with heavy mass is considered as an optimal
solution in the search arena.

A solution to this algorithm is the position of the OPs which are to be selected. Now, let us
assume a scheme with ith agents (masses) i.e.,

Ai ¼ X i;1 tð Þ;X i;2 tð Þ; :::::::;X i;D tð Þ� � ð3Þ
Where Xi, d(t) denotes the position of the ith agent or OPs in the dth dimension. This is also
represented as,

X i;d tð Þ ¼ xi;d tð Þ; yi;d tð Þ� �
; 1≤ i≤NP; 1≤d≤D ð4Þ

The force of the i th mass from the j th mass at a time t is well-defined

Fd
ij tð Þ ¼ G tð Þ � MassPGi tð Þ �MassAG j tð Þ

Rij tð Þ þ ε
� xdi tð Þ−xdj tð Þ
� �

ð5Þ

Where MassAG j tð Þ represents the active gravitational mass associated with the jth agent at the

time t. MassPGi tð Þ denotes the passive gravitational mass associated with ith agent at the time
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t.ε and G(t)represent a small constant and gravitational constant correspondingly. G(t) is well-
defined as follows

G tð Þ ¼ G0 � exp −γ � iter=maxiterð Þ ð6Þ
Where, γ and G0 represent descending coefficient and initial value respectively. The current
iteration is represented as iter and a maximum number of iteration is represented as
maxiterRij(t) denotes the Euclidian distance between the agents i and j. For each iteration,
the total force on the agent i is calculated using the below equation.

Fd
i ¼ ∑

j∈Kbest; j≠i
ran j Fd

ij tð Þ ð7Þ

Where, Kbest represents the set of K agents which having the biggest masses with the best
fitness values.ranj represents a random number within the interval [0, 1]. By mapping the
fitness, the inertial mass of each agent is designed as follows

massi tð Þ ¼ Fiti tð Þ−worst tð Þ
best tð Þ−worst tð Þ ð8Þ

Massini tð Þ ¼
massi tð Þ
∑
N

j¼1
mj tð Þ

ð9Þ

Where, Fiti(t) signifies the fitness value of the ith agent at time t. In this work, the fitness value
is calculated using the parameters average distance and residual energy. Using Eqs. (2), the
fitness value is derived.

An agent with minimum fitness value has a heavier mass and has a better position, i.e., the
better is the cluster head selection.

The values best (t) and worst (t) are well-defined as

best tð Þ ¼ max
j∈ 1;::::Nf g

Fit j tð Þ ð10Þ

worst tð Þ ¼ min
j∈ 1;::::Nf g

Fit j tð Þ ð11Þ

Thus, the acceleration of ith agent at time t is calculated using Eqs. (7) and (9).adi tð Þ calculated
as

adi tð Þ ¼ Fd
i tð Þ

Massi tð Þ ð12Þ

Velocity and position of an agent are calculated using below Eqs. (13) and (14) respectively.

Vd
i t þ 1ð Þ ¼ rani � Vd

i tð Þ þ adi tð Þ ð13Þ

X d
i t þ 1ð Þ ¼ X d

i tð Þ þ Vd
i t þ 1ð Þ ð14Þ

Multimedia Tools and Applications (2019) 78:27291–27307 27297



Where, ranm denotes a uniform random variable in the interval [0, 1]. This random number
offers randomized attribute to the search. The iteration counter is repeated until attaining the
optimal solution. Figure 3 shows the flow diagram of this proposed approach.

Start

Initialize the population

Calculate the fitness

Update G (t), best (t) and worst (t)

Calculate the total force

Calculate inertial mass and acceleration

Update velocity and position

Meeting the 

optimal 

solution?

Optimal peer is selected 

End

Yes

No 

Fig. 3 Flow diagram of the algorithm
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Algorithm

3.4 Steps of this proposed approach

1. Initially, the network is developed in the form of hierarchical topology. Based on the
available bandwidth of the peers, the top layer is formed. New peers are joined to the
respective parent peers who provide the available bandwidth to the new joining peers and
are formed the consecutive layer. In this topology, first layer peers are known as parent
peers and the second layer peers are known as child peers.

2. Each peer in the top layer caches the video file as data segments. These data segments are
prioritized using the priority function.

3. Each peer in the other layers forwards video request to its parent peer. The received
request will be forwarded to the proxy server. This proxy server holds information about
all peers in the network, which applies the proposed GSA algorithm to choose the optimal
peers in the top layer.

4. From the selected peers, the prioritized data segments are scheduled to the peer which has
sent the video request to the proxy server.

5. The peer forwards the video request to the VoD server directly if the requested video is not
available on the parent peer and proxy server.

4 Simulation results

The proposed approach is simulated using the network simulator NS2. The BitTorrent packet-
level simulator is used for P2P networks. In this work, 1500 peers are performing in the region
of 1000 m × 1000 m. The uplink bandwidth of the peers is 4Mbps. Transmission control
protocol (TCP) is used for less data loss communication. Peers in the network are grouped in
hierarchical form. In the hierarchical structure, parent peers are placed in the top layer. New
peers are joined to the respective parent peers who provide the available bandwidth to the new
joining peers and are formed the consecutive layer. The video sequence BGrandmother^ with a
frame rate of 30fps, CIF resolution, and 256 kbps bitrate is examined in the proposed
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approach. Size of this video file 53 MB and it is segmented with the size of 2 MB approx-
imately. This video file is segmented into 24 segments. Each peer in the network caches these
segmented files. Duration of the simulation is 200 s.

4.1 Performance metrics

Performance of the proposed approach is evaluated using the following metrics.

Delivery ratio: It is the ratio of the number of packets received successfully and the total
amount of packets transmitted.

Delivery ratio ¼ Amount of packets received
Amount of packets transmitted

ð15Þ

Packet delay: The delay of the network describes how long the network takes to transmit
a bit to the destination. Unit of this parameter is seconds (s).
Throughput: It is the number of data that can be sent from the sources to the destination
per second. Unit of this parameter is kbps.

Throughput ¼ Amount of transmitted data kbð Þ
Transmitted time sð Þ ð16Þ

Bandwidth: It is defined the number of bits transmitted per second. Unit of this parameter
is bps.
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Overhead: Number of extra bytes added to the data packet to transmit the data.
Packet drop: It is the number of packets dropped during the data transmission.

4.2 Performance-based on rates

In this section, the performance metrics of the proposed approach are evaluated for varying
rates 100, 200, 300, 400 and 500 kbps. Figures 4, 5, 6, 7, 8 and 9 shows that delay, throughput,
delivery ratio, bandwidth, overhead and drop of the proposed approach for varying rates.
Performance metrics of the proposed approach GSA algorithm based data scheduling (GSAS)
are compared with that of existing work max-flow [25].

Figure 4 shows the comparison of delay of the proposed approach with that of existing
work for varying rates. When the rate increases, the scheduling time of the system is also
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increased. But compared to the existing work, delay of the proposed approach is reduced to
68%. Because of the prioritization of the data segments using the derived priority function.

Comparison of throughput of the proposed approach with that of max-flow is shown
in Fig. 5. In this work, the prioritized data segments are scheduled from the optimal peers
so that the throughput of the proposed approach is increased to 94% than that of the
existing work.

Figure 6 shows the comparison of the delivery ratio of the proposed approach with
that of existing work. Compared to the existing work, the delivery ratio of the proposed
approach is increased to 98%. Based on the selected optimal peers using GSA algorithm,
the requested data is scheduled efficiently due to that delivery ratio of the proposed
approach is increased.

Bandwidth utilization of the proposed approach is shown in Fig. 7. When the number of
rate increases, bandwidth utilization of the system is decreased. But compared to the existing
work, bandwidth utilization of the proposed approach is increased to 18%. Comparison of the
overhead between GSAS and max-flow is shown in Fig. 8. Compared to the existing max-
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flow, the overhead of the proposed GSAS is reduced to 35%. Figure 9 shows the comparison
of the packet drop between GSAS and max-flow. Packet drop of the proposed approach is
reduced to 25% than that of the existing work.

4.3 Performance-based on peers

In this section, performance metrics of the proposed approach are evaluated for varying number
of peers 300, 600, 900, 1200 and 1500. Figures 10, 11 and 12 shows that delivery ratio,
throughput, and delay of the proposed approach for varying number of peers. Performance
metrics of the proposed approach GSAS are compared with that of existing work max-flow.

Figure 10 shows the comparison of the delivery ratio of the proposed GSAS with that of the
existing max-flow for varying number of peers. Compared to the max-flow, the delivery ratio
of the GSAS is improved to 52%. Throughput and delay of the proposed GSAS are compared
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with that of max-flow for varying number of peers as shown in Figs. 11 and 12 respectively.
The throughput of the proposed GSAS is increased to 15% than that of the existing max-flow.
Compared to the max-flow, delay of the GSAS is reduced to 52%.

4.4 Performance-based on simulation time

Figure 13 shows the comparison between a number of data scheduled peers in the proposed
and existing methods for varying simulation times 40, 80, 120, 160 and 200 s. As shown in the
figure, the number of data scheduled peers is increased while increasing the simulation time.
Because of the proposed optimal peer selection using GSA algorithm for scheduling the
requested video segments to other peers, the number of data scheduled peers or client peers
of GSAS is increased to 24% than that of the existing approach.
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5 Conclusion

In this paper, the GSAS has been presented for P2P VOD system. This proposed approach has
been simulated in the platform of Network Simulator-2 (NS2). First, the network has been
developed in hierarchical form. In each peer of the network, video file has been cached as data
segments. These data segments were sorted or prioritized using the priority function. By
caching the video as a data segments at each peer in the top layer of the hierarchical topology,
server load of the network has been reduced. Based on the proposed GSA algorithm, optimal
peers which cache the requested data segments in the top layer has been selected. Due to the
selection of optimal peer, bandwidth utilization of the network has been improved. Simulation
results showed that the performance of this proposed approach is better than that of the existing
work in terms of throughput and scheduling time. However, this proposed approach compro-
mises the secure data scheduling which is to be improved.
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