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Abstract

An automatic estimation of age from face images is gaining attention due to its interesting
applications such as age-based access control, customer profiling for targeted advertise-
ments and video surveillance. However, age estimation from a face image is challenging due
to complex interpersonal biological aging process, incomplete databases and dependency
of facial aging on extrinsic and intrinsic factors. The published literature on age estimation
utilizes multiple existing feature descriptors and then combines them into a hybrid feature
vector. There is still an absence of specially designed aging feature descriptor which encodes
facial aging cues. To address this issue we propose aging feature descriptor; Local Direc-
tion and Moment Pattern (LDMP), which capture directional and textural variations due to
aging. We encode the orientation information available in eight unique directions. The tex-
ture is embedded into the magnitudes of higher order moments which we extract using local
Tchebichef moments. Next, orientation and texture information is combined into a robust
feature descriptor. To learn the age estimator, we apply warped Gaussian process regression
on the proposed feature vector. Experimental analysis demonstrates the effectiveness of the
proposed method on two large databases FG-NET and MORPH-II.

Keywords Age estimation - Directional filter - Local Tchebichef moment -
Warped Gaussian process regression

1 Introduction

Among various biometric attributes, human face is an important attribute which conveys
information about identity, age, emotions and expressions. Hence facial image analysis is
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an active research area for past two decades. Various applications of facial images analysis
includes face recognition, 3D face reconstruction, facial age progression and age estimation.
Apart from significant research on face recognition [8, 42, 63, 64], relatively few publica-
tions have been reported on age estimation [5, 19, 21, 33] This is due to fact that facial
aging, a complex biological process, mostly affects the shape and texture of a person’s
face [11]. Shape change is a prominent factor during developmental or formative years of
humans. The underlying skeletal changes due to aging further alter the shape and in turn
the appearance of a face. Along with the structural development, skin texture related defor-
mations are also observed due to aging. Skin related aging effects are dependent on both
intrinsic as well as extrinsic factors [11]. Intrinsic factors include wrinkle formation due
to reduced skin elasticity and muscle strength. Extrinsic factors which affect the skin tex-
ture include exposure to sunlight, pollution or nicotine, and lifestyle components such as
diet, sleep quality or position and overall health. Along with these difficulties, intra-person
variations (e.g. expression, illumination, pose etc.) and incompleteness of the facial aging
databases make age estimation problem even more challenging. Hence it is difficult to pre-
cisely predict a person’s age from the face image, even for humans. Thus, it is gaining more
research attention due to the intricacies involved and its wide range applications, such as
age-based access control, law enforcement customer profiling for targeted advertisements,
video surveillance, cosmetology etc.

In typical age estimation approaches, after preprocessing, the first step is to extract the
facial features. Based on the type of facial features, age estimation has been broadly cate-
gorized into, anthropometry based approach and image based approach. The anthropometry
based approach relies on the anthropometric measurements taken from the subject (human
face). For anthropometric measurements, first particular locations called landmark points
on a subject are identified either manually or automatically. Then, series of measurements
between these landmarks are taken and ratios of distances between these landmarks are
computed. These ratios provide the information about the age of the subject. Kwon et al.
[30] classified facial images into babies, young adults and seniors adults using anthropom-
etry based geometric features along with wrinkle features. Anthropometric measurements
can be used to extract distance ratios of facial components, which are then used to classify
the face images [30, 45, 51]. Although, anthropometry based geometric features are able to
distinguish babies from adults; they are not able to classify young adults from senior adults.

A class of image based approaches, that utilize statistical shape and appearance mod-
els such as Active Appearance Model (AAM) [9] were initially used for age estimation
[17, 31, 32]. These methods generate a statistical model to capture the shape and texture
variations in face due to aging. Lanitis et al. [31] proposed AAM for person-specific age
estimation. Wherein they have extracted craniofacial growth and aging pattern of childhood
and adults. Aging patterns have been captured using AAM to differentiate among various
age groups [5, 16, 17, 32]. Performance of both the anthropometric and appearance based
approaches is highly dependent on accurate localization of facial landmarks. Other class
of image based approaches utilizes local feature descriptors such as Local Binary Pattern
(LBP), Scale Invariant Feature Transform (SIFT), Histogram of Oriented Gradients (HOG),
Biologically Inspired Features (BIF) and Gabor for appearance feature extraction. These
extracted local features are classified by a classification or regression algorithm to predict
age group or exact age. Guo et al. [21] proposed BIF for age estimation where, a bank of
multiscale and multi-orientation Gabor filters are used to extract age related facial features
from a facial image. Recently, BIF and its variants have been used in [16, 19, 20, 22] for age
estimation. Histogram based local features extracted from local neighborhoods have also
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been widely used in age estimation [14, 25, 43, 58, 65]. Multiple combinations of LBP, BIF
and Principle Component Analysis (PCA) are used as multi-feature vector in [58]. Fusion
of local and global features is proposed in [43], where AAM is used as global feature and
LBP, Gabor, and LPQ [1] are used as local features. Age estimation using HOG is proposed
in [14, 25]. SIFT and MLBP are used as feature vectors in [65] for global age estimation
approach. Recently in [41], a matched filter based wrinkle descriptor called called Local
Matched Filter Binary Pattern (LMFBP) has been proposed for age estimation.

Appearance-based approach incorporates local encoding scheme to describe shape and
texture information in the image. Various appearance-based methods used as aging feature
are directional edge-based approaches, like LPQ, HOG, LDP, LDN, SIFT and BIF. How-
ever, these approaches may not be efficient to encode the textural changes in the image.
Also, existing age estimation methods discussed earlier either use global and local features
[43] or combine multiple local features [14, 25, 58] to capture both shape and texture. Such
combination or concatenation leads to a high dimensional feature vector which achieves
marginal improvement in the performance. This leaves a scope for research in developing a
single feature descriptor which can efficiently encode the facial aging cues.

In this paper, we propose an edge and moment based face descriptor, local direction and
moment pattern, which encompasses both shape and texture variations effectively. The pro-
posed method encodes apparent facial aging features using eight orientations and higher
order moments at every position or facial point. The combination of orientation of edge
and moments in the coding scheme of the proposed feature outperforms the existing local
features. The proposed method describes aging cues such as shape variations in formative
years and textural changes in adults and seniors. Existing appearance based methods use
only directional filters comprising of only four direction to encode both shape and texture.
Whereas, in our method we used eight direction to encode shape and slow varying tex-
ture. We have also integrated local Tchebechief moments to capture slow to large textural
variations. Hence, our approach is able to preserve shape and textural changes efficiently.
Overview of the proposed approach for automatic age estimation is illustrated in Fig. 1. Fur-
ther we use regression as an age estimation tool. We evaluate proposed descriptor for age
estimation task on two facial aging databases and results show its superiority over existing
methods.

Outline of the paper is as follows. Section 2 explains directional filters, Local Tchebichef
moments and Warped Gaussian Process Regression. Further, the proposed novel feature
extraction scheme is presented in Section 3. Experimental analysis and results are presented
in Section 4. Section 5 summarizes and concludes the results.

b . N
Feature Extraction
Directional
Input Image ‘ Features
4 Y e ) N
Preprocessin % Feature Gaussian Process Result:
P g’ Concatenation Regression \Estimated Age |
o = |
Texture
Features

Fig. 1 Overview of the proposed age estimation approach
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2 Methods and materials

In this section, we present a brief introduction of directional filters, Local Tchebichef
Moment and the Gaussian Process Regression (GPR).

2.1 Directional filters

The most common method for edge enhancement is to take a discrete approximation of
the first order derivative in a given direction. Prewitt [44] suggested a two dimensional dif-
ferencing scheme based on a set of gradient masks called compass masks. Prewitt masks
can be used to enhance edges in Horizontal and Vertical directions. Kirsch compass masks
proposed in [28] detect direction and magnitude of edges which are at eight different orien-
tations, obtained by rotating the first mask 459, However, the above mentioned masks cannot
be used for enhancement of edges along any given direction. Hence, to subdue/enhance
edges in an image in a particular direction, a directional filtering method has been pro-
posed in [23]. The directional derivative of f at a point (r, ¢) in the direction 6 is defined by
fp(r,c)in[23] as

fé (r,c) = y (r,c) sinf + % (r, ¢) cosH 6
ar dc

where 0 is the clockwise angle from the vertical axis. In directional filtering, (1) is used for
designing the directional filters at different orientations. Note that in (1), we can select any
arbitrary angle 6. The filter generated from (1) is able to extract the edge information at any
desired orientation. The directional Filter (DF) at an angle 6 is defined as

-101 1 1 1
DFg=cos@)| —101 |+sin@@ |0 0 O 2)
—-101 -1 -1 —1

where 6 is the angle taken clockwise from the column axis.
2.2 Local Tchebichef moments

Image moments have been widely used for pattern recognition tasks, and texture analysis
[15, 24]. They describe the shape of a probability density function. Mathematically, the
Tchebichef moment T, represents the projection of the image f (x, y) onto a polynomial
basis m p, (x, y) and is computed as

Tyy = // Mmpg (x,y) f (x,y)dxdy 3)

where p and ¢ are non-negative integers, p + ¢ is called the order of the moment and
value T, denotes the correlation between the image and the moment polynomial func-
tion. Moments are grouped as non-orthogonal and orthogonal depending on the basis
functions (polynomial). The basis set of the geometric and complex moments both are
non-orthogonal. These moments have been used in image analysis for texture extraction
in [2, 55]. However, non-orthogonal moments have redundant information and are com-
putationally expensive. The reconstructed image from such moments is ill posed [34].
These problems are overcome by the continuous orthogonal moments such as Legendre and
Zernike [6, 27, 34, 52]. Continuous orthogonal moments do not have the problem of large
dynamic range, but they are defined on a transformed space which is completely different
from the image coordinate space. Such transformation leads to computational complexity.
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Discrete orthogonal moments hold the useful properties of the continuous orthogonal
moments. The basis set in discrete orthogonal moments is defined on the image space; hence
image transformation and discretization errors observed in continuous orthogonal moments
are prevented. Discrete orthogonal moments are computed using discrete Tchebichef [40]
and Krawtchouk [61] polynomials. Mukundan [40] suggested Discrete Tchebichef Moment
(DTM) which are computed using Tchebichef polynomial #, (x) of degree n. Higher
order moments in the DTMs are generally computed using recurrent equations (5). The
Tchebichef polynomial #, (x) of degree n is computed using (4).

wwmep et () ()G e

In (x) = a1 xty—1 (x) + a2ty—1 (x) + a3tp—2 (x) (5
wherex =0,1,2,--- ,N—landn=2,---, N — 1 and
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©®= N2

2

n—1) [2n+1 [N2=@n—1)?
o) = —
n 2n —3 N2 —pn?

The Discrete Tchebichef Moment (DTM) represents the oscillating shapes, hence higher-
order moments correspond to the high frequency components [57, 60]. It provides the
correlation between the Tchebichef kernels and the image. Therefore, different order
moments correspond to the oscillating patterns similar to the texture observed in the
image. Various methods are available to encode the information present in the higher order
moments. One of them is Local Tchebichef Moment (LTM) [39], which extracts the textu-
ral information by evaluating discrete Tchebichef Moment on N x N local neighborhoods
of pixels. Lehmer code [29] is used for encoding the texture information extracted by the
Tchebichef Moments. We observe that in [37], low value of higher order moment represents
slow variations in the texture, whereas a high value implies rapid changes in the underlying
texture. The relative strength of the various order moments is represented using the Lehmer
code.

2.3 Gaussian process regression

Given a training set of N data points X = { Xi },N:1 , and their corresponding real valued

targets ¥ = { Vi, s YN }T , where x; € RP is training feature vector, D is dimension
D and y; is corresponding training target. We then predict the target values y, of test data
xx. In Gaussian Process Regression, each target is assumed to be generated from a latent
function g and the additive Gaussian noise ¢ i.e. y; = g (x;) + & where ¢ is the Gaussian
noise with zero mean and o2 variance, i.c. £ ~ N (0, 02) [46]. The kernel parameters mean
and covariance completely describe the Gaussian Process. The prior distribution of latent
variable g; is defined as

p(glX,0) = N (gl0, K)
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where N (u, ¥) denotes the multivariate normal distribution with mean w and covariance
matrix ¥ and 6 represents the kernel hyper-parameters. The following squared exponential
kernel has been considered;

2 _(xi _xj)z
k(xl-,xj) =o,exp By —

where [ is the length parameter and ng is the scaling parameter. The likelihood of the target
resultsin p (y|g) = N (y|g, 021) where I is N x N identity matrix because of the Gaussian
noise ¢ assumption on the regression model. Model parameters are learnt by maximizing
marginal likelihood. The marginal likelihood can be obtained as

p (X, 0) = /p(ylg)p(ng) dg =N (10, K1) (6)

where K7 = K + 021 represents a noisy covariance matrix. The marginal likelihood func-
tion is maximized using the gradient descent method. In GPR the predictive distribution is
used to estimate the output y, for the test data x,. The predictive distribution p (y|x, 6)
is Gaussian with mean p, and variance o, i.e. N (y*| s, 0*2). The predictive distribution
mean [, and variance o, are given by (7) and (8) respectively. The mean of the predictive
distribution represents the predicted age and variance denotes the confidence.

e =k'K;'y %
02 =k (e, x) — kI K7 'kD + o2 (8)
where
ks = (ko (xe x1), -+ kg (o, xn)) T

2.4 Warped Gaussian process

Gaussian Process (GP) Regression assumes the target data as a multivariate Gaussian in
presence of Gaussian noise. This limits the GP model’s usage in practical applications,
as the data generation mechanism and noise are not always Gaussian. Therefore, Warped
Gaussian Process (WGP) [50] is a better approach, in which a non-linear function is used
to transform the regression targets such that the transformed function is well modeled by
a GP. In WGP, the regression targets y; are transformed using a monotonic transformation
function f parameterized by ¢, to generate the transformed targets z; , where z; = f (y;).
After such transformations the regression problem is similar to the one in the GPR. Hence,
we use the same approach for estimating the kernel hyper-parameters, noise variance and
transformation function parameters. The predictive distribution of z,, is given by

N (2l o2). ©)

Using the inverse warping function the prediction for the test data is obtained by f~! (,u z*),
where f~1 () is the inverse of f (.).

3 Proposed work

In this section, we propose the local direction and LTM based feature descriptor. In the
proposed method we first extract local dominant direction to encode the aging cues. Next,
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we extract LTM from the image to encode the textural variations. Using the orientation and
moment information, we construct a novel feature descriptor. Further, we learn the warped
Gaussian process regression to estimate the exact age.

3.1 Difference with previous works

Current directional descriptors such as LDN [48] and LDP [26] use Kirsch compass mask
to extract directional information. The orientations extracted using Kirsch mask are always
multiples of 459 (i.e. 09, 459, 90°, 180°). However, the orientations developed on the human
face due to aging are not guaranteed to be of exactly 45°. Hence these descriptors are not
able to capture other orientations. Also, LDN and LDP do not explicitly encode the textural
variations on the face. The proposed method use directional filters to encode 8 unique angles
from 0° to 180° (not limited to 45°). Along with the shape or orientation information, the
proposed descriptor explicitly extracts the texture information using higher order moments.

LDMP aims at capturing shape variations in formative years as well as textural changes
in the facial regions of adults and seniors. As mentioned in [35] directional information
encodes shape and edge or wrinkle patterns, LDMP encodes shape variations using eight
unique directional filters. Also, large textural changes observed in the higher age group are
captured in the directional information. Even the textural changes during developmental
years and teenagers are also different. Also, large textural variations have been observed
in adults and seniors. Therefore, only directional information would not be sufficient to
capture such large textural variations. We address this problem by encoding texture using
local Tchebichef moments. Thus, LDMP encodes shape changes during craniofacial growth
along with wrinkle patterns and large textural variations during higher ages.

In summary, the key features of the proposed method are: 1) the coding scheme extracts
directional information using directional filters, instead of Kirsch compass mask which
avoids duplication of information and encodes more unique directions; 2) the explicit use of
local moments capture a wide range of textural variations during large age span; and 3) the
use of local moments makes the technique scale invariant and use of gradient information
makes it robust against illumination changes and noise.

3.2 Extraction of dominant direction

So far published [12, 26, 48, 49] edge-based feature descriptors generally use Kirsch com-
pass masks [28] to encode edge responses. But it encodes those directions which are in
multiples of 45°. However, it has been observed that lines and wrinkles on face can take any
direction.

Figure 2 shows edges in various directions present on the facial image. Therefore to
encode the structural information present in the facial image, we use directional filters at
eight different directions. The responses for eight directional filters are computed using

D; = DFyx;,0<i <7 (10)

where k is direction constant, D Fyx; is computed using (2) with ; = k x i and D; denotes
the directional filter at orientation 6;. To get the dominant orientation we apply D; and
compute eight local orientation responses, considering a 3 x 3 neighborhood. The filter
responses corresponding to eight directions for each pixel are represented as

DR; (x,y) = Di (x,y) % f(x,y),0<i <7 an
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"

Fig.2 Various orientations of edges present on face image

where f (x,y) is the input image, D; is the i’" directional filter among eight orien-
tations and DR; is corresponding edge response value. To analyze the effect of direc-
tional filters and their use for extracting edge information we constructed a sample
image containing multidirectional edges. Next, we applied directional filters at angles
0°, 30°, 60,909, 120°, 1500, 180° on the sample image. The sample image and its response
to various directional filters is shown in Fig. 3. It is clear from Fig. 3 that we can use
directional filters to extract various edges present on the facial images. The extraction
of dominant edge direction is shown in Fig. 4. The dominant orientation in the local
neighborhood is computed as

Dpjr =min { [DR; (x, y)],0<i <7} (12)
l

where D p;, holds the maximum response among the eight orientations D R; and Dir in (12)
is the directional number of the maximum response. The numerical value of the directional
number of the dominant direction is further used to construct the complete feature vector.

3.3 Extraction of local Tchebichef moments

Different texture variations on facial images have been observed at different stages of life.
During formative years negligible or slow textural changes are observed in a face image.
However, noticeable texture variations have been observed in adults. We use DTM to cap-
ture these textural changes on face images. The low value of higher order moment represents
slow variations in the texture, whereas increased value implies rapid changes in the under-
lying texture. Therefore the magnitude of various higher order moments can effectively
capture the changes in the face texture due to aging. In our approach, Tchebichef poly-
nomials are used for calculating discrete orthogonal moments. We use Local Tchebichef
Moment to encode the texture in the local neighborhood. We have considered a 5 x 5 local
neighborhood for computing the LTM using (3).
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Fig. 3 Effect of directional filter: a Sample image, b to e response of directional filters when applied on
image in (a) at angles 0°, 30, 60°, 90°, 120° respectively. Directional filters are used to subdue edges in an
image in a particular direction

Directional Filters
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Fig.4 Extraction of dominant edge direction
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The convolution mask required for computing local Tchebichef moment is computed
from Tchebichef polynomials as given in (13).

Mpg (X, y) =1p (x) 1 (y) (13)

We have considered Tchebichef polynomials up to degree 2 to calculate the moments. Since
the dynamic range of the moment varies with its order, it is important to normalize using
appropriate scaling. The normalization of the moments for LTM calculation is carried out
using (14).

Li (x,y) =w;iTpy (x,y), 0< p,g<n, 0<i<3 (14)

where w; are positive real numbers used for normalization of L;. The details of this process
can be found in [39].

The normalized moment represents the local distribution of intensities and local tex-
ture variations. Instead of the respective magnitudes, their relative strengths are effectively
encoded using the Lehmer code due to normalization. Since we have considered four
moments the texture information is encoded in 5-bit code. Figure 5 describes the steps for
computation of the LTM of an image.

After extraction of the dominant direction and texture information, we encode both of
them into a single feature vector. The orientation information is available in Dir as shown
in (12) and the Lehmer code applied on (14) represents the texture. Let the Lehmer code is
represented by M. Eight bit code for the proposed LDMP is obtained by encoding Dir from
the direction into 3 bits (since we have considered eight directions) and the Lehmer code M
into 5-bit. The resulting 8-bit local feature vector is represented in (15).

LDMP = (25 x Dir) M (15)

The proposed LDMP code computation is summarized in Algorithm 1.

Weighted Moment
Filters

5x5 Neighborhood

178 | 174 [ 170 | 178 | 190

166 | 170 | 182 | 194 | 206 Sorting and
B e >3 70001
227 (231 | 231|231 | 231 Sequence M

235239 | 243 | 243 | 239

Fig.5 Computation of LTM of image
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Algorithm 1 LDMP code computation.

Input :Image f (x,y)

Output: LDMP coded image

foreach pixel (x, y) do
{Step1} Apply Directional Filters and obtain the most dominant direction.
Dpir (x,y) =min; { DR; (x,y), 0 <i <7} {Step2}Apply the weighted
Tchebichef Moment filters and sort their responses in ascending order.
qu (x,y) = mpq (x, y) * f(x,y)
Li(x,y) =wiTpg (x,y), 0< pg<n, 0<i <3
M (x,y) = Lehmer code of L; (x,y)
{Step3} Generate LDMP Code by concatenating Direction and Moment response.
LDMP (x,y) = (2° x Dir (x, y)) + M (x, y)

Algorithm 2 Age estimation using LDMP and warped GPR.
Training
Input : Image Labeled pair of training data X, Y.
Output: Feature vector and parameters of warped Gaussian process.
{Step 1} Preprocessing.
{Step 2} LDMP code computation using algorithm 1.
{Step 3} Learn Gaussian process parameters and warping function parameters using
pair of training feature vector and age value.

Testing
Input : LDMP feature of test data and parameters of warped GPR.
Output: Estimated age of test data.
{Step 1} Predictive distribution in (9) is computed.
{Step 2} Using the inverse warping function the estimated age for the test data is
obtained by £~ (,).

3.4 Proposed age estimation framework

In the preprocessing, an input face image is first aligned and then cropped to size 200 x 150.
The cropped face image is converted to a gray-scale image and then histogram equalized.
Next, we extract LDMP features from each patch using the method described in Sections 3.1
and 3.2. The final feature vector is represented by concatenation of histogram of each patch.
For local feature extraction we have considered overlapping factor as 0.5, patch size 16,
number of orientations as 8 and 3 different scales (0.75,1,1.5). The extracted feature results
into a very high dimension therefore we apply widely used principle component analysis
(PCA) for dimensionality reduction. After feature extraction and dimensionality reduction,
the next step in age estimation is learning the regressor and estimating the age. To handle
regression problem,we train the warped Gaussian process to learn the model parameters.
Various parameters learned during the training step are the kernel hyper-parameters, noise
variance and warping function parameters. For predicting the exact age value we make use
of the learned parameters. Algorithm 2 presents the complete age estimation process.
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4 Experiments and results
4.1 Databases and preprocessing

‘We have performed age estimation experiments on two most popular facial aging databases:
FG-NET [53] and MORPH 1I [47]. The FGNET contains 1002 images from 82 different
subjects (6 to 18 images per subject) collected by mostly scanning photographs of the sub-
jects with ages ranging between newborns to 69 years old. Even if the overall age range is
large (0 to 69 years), almost 70% of the face images are of subjects younger than 20 years.
MORPH 1II is much larger database than FGNET. It contains 55,314 face images in the age
range 16 to 77 years. The images in this database represent adverse population with respect
to age, gender, and ethnicity, available as metadata.

There are different types of appearance variations in facial images of both the facial
aging databases. The facial images are either in gray-scale or color. In order to mitigate
the influence of inconsistent colors, all the color images are first converted into gray-scale
images. Since, images from FG-NET are personal collection of subjects, large amount of
pose variation is also observed. Sample images with pose, scale, and color variations from
both the databases are shown in Fig. 6. In the preprocessing, images are rotated to align
them vertically and then cropped to size 200 x 150 to remove background and hair regions.
The cropped face image is converted to a gray-scale image and then histogram equalized.
For local feature extraction we have considered overlapping factor as 0.5, patch size 16,
number of orientations as 8 and 3 different scales (0.75, 1, 1.5). Original and preprocessed
and images are shown in Fig. 6.

4.2 Evaluation metrics and protocol

Performance of age estimation techniques is assessed using two evaluation metrics, Mean
Absolute Error (MAE) and Cumulative Score (CS). The smaller the MAE, the better the
age estimation performance. MAE shows the average performance of the age estimation
technique and is an appropriate measure when the training data has many missing images.
MAE indicates the mean absolute error between the predicted result and the ground truth
for testing set, and is given by,

(16)

Fig. 6 Examples of preprocessing images a FG-NET and b MORPH-II: first row represents input images
and second row shows preprocessed images
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In addition to MAE, CS is another performance metric which computes the overall accuracy
of the estimator and is defined as:

Ne<
CS (k) = ]ev" x 100% (17)

where N, is the number of test images for which the absolute error by the age estimation
algorithm is not higher than k years. The higher the CS value, the better the age estimation
performance. CS is a useful measure of performance in age estimation when the training
dataset has samples at almost every age. However, in age estimation, due to imbalanced and
skewed databases both MAE and CS are used for evaluation.

Performance of an algorithm depends on availability of sufficient training images corre-
sponding to the complete age range. But available databases do not have equal and sufficient
training images in each age span, which results in different absolute errors for different age
spans. Therefore, along with the MAE and CS we have also computed the MAE for each
age group as one of the evaluation criteria. For such evaluation we divided the test dataset
into various age groups and computed the MAE for each age group separately. We have also
computed the variance of the error of each group. We have shown the performance of the
proposed methods in terms of error graphs for both the databases.

Evaluation protocol determines criteria for train and test data selection and system per-
formance measure. A good evaluation strategy should be independent of training data and
representative of the population from which it has been drawn [3]. Validation of age estima-
tion method is carried out using unseen data to evaluate generalizability of the method and
to avoid overfitting. Cross validation is a widely used statistical technique for the estimation
of model generalization ability.

Since the FG-NET dataset has limited number of images,the Leave-One-Person-Out
(LOPO) protocol is used to evaluate the performance of the proposed approach. The LOPO
protocol considers all samples of one subject to test the approach while the samples of all
other subjects are used to train. This scheme ensures that a person is not in the training and
test set simultaneously,so the classifier does not learn individual characteristics. To evaluate
the accuracy and robustness of our algorithm on the MORPH II database, we have followed
similar settings as in [4, 43] and [56]. We have randomly selected 10,000 images and used
80% of the data as a training set, and 20% of it for testing.

4.3 Comparison for computational efficiency

First, we compare the computational efficiency between our descriptor and different local
feature descriptors used for age estimation. We report computational complexity in terms of

Table 1 Comparison of computation time (in seconds) of various descriptors for different number of images

# Images Local feature descriptor

SIFT LBP BIF LDMP
10 4.65 1.77 1.75 1.97
50 21.72 9.36 8.63 8.40
100 44.10 17.25 17.18 17.11
150 67.15 26.35 26.84 25.62
200 89.46 34.58 34.85 33.39
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time required to extract features from different number of images and then present average
time. For fair comparison we computed all the features on the same machine. The exper-
iments were conducted on Intel(R) Core(TM)i7-4770 CPU @ 3.4GHz with 32GB RAM
system. The comparative results are reported in Table 1. It is observed that there is a sig-
nificant improvement in computational efficiency in our approach. Although the proposed
descriptor takes 22 milliseconds more compared to BIF for 10 images, it takes less time for
large number of images. Thus, the proposed descriptor is suitable for large sized databases
and also computationally efficient compared to reported local feature.

4.4 Experiments on FG-NET

To validate the age estimation algorithm on FG-NET database we follow LOPO and com-
pare our results with the state-of-the-art methods. Table 2 summarizes the age estimation
results of the state-of-the-art methods and the proposed approach on FG-NET database in
terms of MAE and CS. The best performing algorithm on FG-NET in terms of MAE is [36].
This method achieved slightly better MAE than our approach (MAE of 4.6 years). It shows
the effectiveness of AAM to capture the facial growth during formative years. In FG-NET,
over 70% of images are concentrated under the age of 20 years. Hence, use of AAM in [36]
justifies the result. However, [36] is not the best performing method on MORPH-II database
which has large number of images. In practical age estimation systems, it is not advisable
to use different feature vectors for different databases. It is essential that a single feature
descriptor should perform well on all the databases. It is interesting to see that the proposed
approach provides better results on both the databases and hence is more suitable for prac-
tical implementation. In Fig. 7 we compare the results of state-of-the-art methods with the
proposed method in terms of CS at error levels from 0O to 10 years on the FG-NET database.
The CS curve shows nearly 70% of the age estimation has an error less than or equal to 5
years. Also, about 15% of images are predicted with zero year error.

As MAE reflects only overall performance of the system, it is equally important to evalu-
ate performance over different age groups. For such analysis, we divide the test dataset into
six age groups (each age group spans 10 years) and compute the MAE for each age group
separately. We also compute the variance of the MAE for each group. Figure 8 shows the

Table2 Age estimation results on FG-NET in terms of the MAE (Years) and CS (@ 5 Years)

Method Feature descriptor MAE CS
Guo et al. [21] BIF 4.8 47
Choi et al. [7] AAM, Gabor, LBP 4.7 73
Wu et al. [59] Grassmann

manifold 5.9 62

Thukral et al. [54] Grassmann manifold 6.2 -
Geng et al. [16] AAM 4.8 -
Pontes et al. [43] AAM 4.7 71
Gong et al. [65] MLBP, SIFT 4.7 -
Lu et al. [36] AAM 4.43 73
Gunay et al. [18] WLD+LBP+LPQ 4.9 -
Ouloul et al. [41] AAM +LMFBP 495 -
Proposed method LDMP 4.6 71
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Fig.7 Age estimation performance in terms of CS by the proposed method on FG-NET database

age group specific MAE on FG-NET database. It shows less than 4 years of MAE for age
range up to 20 years. Since 70 % of images of FG-NET database corresponds to age range
less than 20 years, the regressor get sufficient number of images to learn the aging pattern.
However, per age group MAE is higher for age groups more than 20 years. The main rea-
son for higher per age group in this age range is the significantly skewed age distribution of
FG-NET. The error bars in Fig. 8 also shows the error variance for each age group. Figure 9
shows examples of good and poor age estimations using our approach on FG-NET.

4.5 Experiments on MORPH I

To evaluate the accuracy and robustness of our algorithm on the MORPH II database, we
have followed similar settings as in [4, 43] and [56]. We have randomly selected 10,000
images and used 80% of the data as a training set, and 20% of it for testing. Note that in
[4] and [56] all the images correspond to people from only Caucasian descent. However,
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Fig.8 MAE per age group on FG-NET database by the proposed method
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True Age: 3 True Age: 18 True Age: 22 True Age: 44
Estimated Age: 3 Estimated Age: 18 Estimated Age: 24 Estimated Age: 45

True Age: 04 True Age: 16 True Age: 29 True Age: 30
Estimated Age: 09 Estimated Age: 22 Estimated Age: 24 Estimated Age: 23

(b)

Fig. 9 Examples of good and poor estimates for age on FG-NET database; a proposed algorithm provides
good estimates, b proposed algorithm provides poor estimates

we have not imposed such restriction in our experiments. Hence the proposed descriptor is
expected to be robust across ethnic variations. For benchmarking, we compare the results
of the proposed method against several state-of-the-art published methods as presented in
Table 3. We have the following observations from these results. The best performing method
on this database among the published age estimation methods so far is [21]; it shows the
effectiveness of Bio-Inspired Features (BIF) in representing the aging information. The per-
formance of our approach is better than BIF and also other existing age estimation methods
in terms of MAE and CS both. Compared to the existing GPR based methods our approach
performs better than MTWGP [62] and provides similar MAE as that of OGP [65]. But
note that [65] performed age estimation using two feature vectors DSIFT and MLBP. Con-
catenation of feature vectors generally results in high dimensionality and computational
complexity. Also in [65], 9000 subjects were used for training and 1000 subjects were used
for testing, which is computationally very expensive. However, we have used only 8,000
images for training and 2,000 for testing.

Experimental result in terms of CS on MORPH II is shown in Fig. 10. The CS shows
that, about 73% of the images are estimated with MAE less than 5 years. It implies that the
proposed feature vector with GPR not only improves overall MAE, but also predicts more
than 70% of images with prediction error less than 5 years. To compute age group specific
MAE, we divide the test set of MORPH-II database into 6 age groups and compute the MAE
for each group. For such age group specific analysis we also compute the error variance for
each group. This analysis highlights the reason for increase or decrease in the overall MAE.
The age group specific MAE and corresponding variance is shown in Fig. 11. It is clearly
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Table 3 Age estimation results on MORPH-II in terms of the MAE (Years) and CS (@ 5 Years)

Method Feature descriptor MAE (years) CS (@ 5 years)
Guo et al. [19] BIF 4.2 —
Chang et al. [5] AAM 6.1 56.3
Lu et al. [58] Manifold of raw intensity white: 5.2 Black: 4.2 67 59
Guo et al. [20] BIF 4.0 -
Geng et al. [16] BIF 4.8

Pontes et al. [43] LPQ 5.86 68

D. Gong et al. [65] MLBP, SIFT 3.92 -
Jiwen Lu et al. [36] AAM 4.37 70
Feng S. et al. [13] AAM 4.59 65
Ouloul . et al. [18] WLD+LBP+LPQ 4.06 73
Proposed method LDMP 39 73

seen in Fig. 11 that the per age group MAE is less than 5 years in all the age groups except
the last two age groups. Last two age groups have comparatively less number of images
than others. Figure 12 shows examples of good and poor age estimations by our approach
on MORPH-IL

4.6 Significance test

Statistical significance tests are widely used tool for analysis of machine learning meth-
ods [10, 38]. Given two learning algorithms and a training set, a significance test is used
for determining whether there is a significant difference between their performance. In our
experiments we use one-sample t-test to compare the performance of the proposed method
and the reported state-of-the-art methods. The one-sample t-test compares the difference
in mean scores found in an observed sample (through our experiments) to a hypothetically
assumed value. Typically the hypothetically assumed value can be the population mean or
pre-defined value or some derived expected value or results of a replicated experiment. In
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Fig. 10 Age estimation performance in terms of CS by the proposed method on MORPH-II database
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Fig. 11 MAE per age group on MORPH-II database by the proposed method

our experiments, we consider MAE of the state-of-the-art methods as the hypothetically
assumed value. We define the null hypothesis and calculate statistical measures and then
decide whether or not to accept or reject the null hypothesis. If the result of the test sug-
gests that there is sufficient evidence to reject the null hypothesis, then we confirm that
the improvements in the results are mainly due to the proposed method and not by fluke.
However, if the result of our test suggests that there is insufficient evidence to reject the

True Age: 18 True Age: 36 True Age: 45 True Age: 55
Estimated Age: 18 Estimated Age: 34 Estimated Age: 47 Estimated Age: 55

True Age: 16 True Age: 33 True Age: 47 True Age: 57
Estimated Age: 21 Estimated Age: 28 Estimated Age: 41 Estimated Age: 50

(b)

Fig.12 Examples of good and poor estimates for age on MORPH-II database; a proposed algorithm provides
good estimates, b proposed algorithm provides poor estimates
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Table 4 Result of statistical significance test of the proposed method and state-of-the-art methods

Sr. No FG-NET MORPH-II
Method Probability of Method Probability of

rejecting null rejecting null
hypothesis hypothesis

1 Guo. et al. [21] 0.85 Guo et al. [19] 0.998

2 Choi et al.[7] 0.60 Chang et al. [5] 0.999

3 Wu et al.[59] 0.999 Lu et al. [58] 0.999

4 Thukral et al. [54] 0.999 Guo et al. [20] 0.7

5 Geng et al. [16] 0.85 Geng et al. [16] 0.999

6 Pontes et al. [43] 0.60 Pontes et al. [43] 0.999

7 Gong et al. [65] 0.60 Gong et al. [65] 0.999

8 Lu et al. [36] 0.00 Jiwen Lu et al. [36] 0.999

9 Gunay et al. [18] 0.98 Feng S. et al. [13] 0.999

10 Ouloul et al. [41] 0.98 Ouloul I. et al. [18] 0.90

null hypothesis, then we decide that the achieved improvement in the MAE is mostly due
to statistical chance. Table 4 represents, the results of one-sample t-test between the pro-
posed method and the state-of-the-art age estimation methods. Column 3 and 5 of Table 4
report the probability of rejecting null hypothesis on databases, FG-NET and MORPH-II
respectively. As Seen from the Table 4, the test has a lower probability of rejecting the
hypothesis when the two classifiers have similar MAE and has a larger probability when
they are different. In case of FG-NET, the proposed method surpasses six state-of-the-art
methods with large difference. Therefore, the probability of rejecting the null hypothesis is
more in the corresponding six cases. However, in case of MORPH-II database the proposed
method achieves the probability of rejecting null hypothesis more than 0.99 in eight out of
ten reported methods. The main reason for this achievement is large improvement in MAE
compared to the corresponding state-of-the-art methods. It is clear from the significance test
that improvement in the MAE is mainly due the proposed method and not by the statistical
chance.

5 Conclusion

In this paper, we proposed a novel local feature descriptor, LDMP, that encodes aging infor-
mation of facial images. The proposed descriptor captures aging cues at various stages of
life, such as, shape changes during formative years and skin textural variations in adults.
LDMP preserves shape and edge or wrinkle patterns with the help of directional filters. It
also captures large textural variations in adults and seniors using local Tchebichef moments.
This is the first time that moments and direction information is combined together to form a
single byte local feature descriptor. We have performed age estimation experiments on two
widely used databases FG-NET and MORPH II. Per age group MAE:s in both the databases
demonstrate that in general, LDMP efficiently captures both shape and textural changes.
Experimental results on both the databases show that LDMP outperforms state-of-the-art
methods in terms of both MAE and CS.
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