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Abstract
This study proposes an event detection technique for acoustic surveillance that detects emergency
situations by using acoustic sensors. Most surveillance systems have widely depended on visual
data recorded by closed-circuit television (CCTV) cameras, but more intelligent systems are now
beginning to use audio information for more reliable detection of emergency situations. Most of
the conventional studies on acoustic event detection adopt limited types of acoustic data and are
based on simple algorithms, such as energy-based determination. Thus, these approaches are
easily realized, but may induce serious detection errors in real-world applications. In this study, we
propose an event detection technique based on a sound-learning algorithm to be adopted by real-
time acoustic surveillance systems. One main process of this technique is to construct acoustic
models via learning algorithms from sound data collected according to types of acoustic events.
The models are used to determine whether audio streams entering an acoustic sensor refer to the
events or not. In event detection experiments performed in an outdoor environment, the proposed
approach outperformed conventional approaches in the real-time detection of acoustic events.

Keywords Acoustic surveillance sensor . Surveillance system . Sound learning . Acoustic event
detection

1 Introduction

Surveillance is the monitoring of human behavior, activities, or other changing information for
the purpose of protecting people from hazardous and emergency situations [10]. In general,
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this includes observation from a distance by means of electronic equipment like closed-circuit
television (CCTV) cameras. Over the past few years, governments of the world have increased
the amount of equipment and have attempted to advance technical features to maintain social
control, recognize and monitor threats, and prevent criminal activity.

Many types of electronic devices are utilized to collect sensory information in
danger zones and deliver the information to a main surveillance system. Cameras
representatively work for the purpose of observing an area [4, 17, 19]. A set of
cameras, including wide field-of-view (FOV) passive cameras and pan-tilt-zoom (PTZ)
active cameras, autonomously capture high-resolution videos of pedestrians. In partic-
ular, they are often connected to a recording device or IP network to be maintained in
the form of a visual sensor network.

Although most surveillance systems highly depend on visual sensory information captured
by CCTV cameras, they occasionally may fail to attain reliable detection performance. First of
all, the quality of captured images and videos is greatly affected by luminance. Thus, the data
captured under dark conditions or in bad weather may be not amenable to visual analysis for
gesture or facial recognition. Occlusion, or an invisible area created by the observation angle of
a CCTV camera, is also a main factor that interferes with accurate recognition of visual
sensory data. In addition, camera-based surveillance systems have difficulty in protecting blind
spots that cameras cannot cover. Be that as it may, the cost of a high-resolution camera makes
it difficult to infinitely deploy surveillance cameras.

To complement the limitations of camera-dependent surveillance systems, people began to
pay attention to other sensory information, including audio, thermal, and vibration [20].
Among them, acoustic sensory information offers distinct advantages [12]. First, acoustic data
are rarely affected by illumination or occlusion. And acoustic sensors, such as a microphone,
can cover wider areas than cameras. Finally, a relatively low cost is required to set up the
devices.

While acoustic surveillance in underwater environments has been widely investigated for
military purposes or for exploring marine resources [5, 9], many challenging issues still remain
in outdoor places with a variety of acoustic noises. In this paper, we propose an efficient
acoustic surveillance technique to be adopted in outdoor environments.

The remainder of this paper is organized as follows. Section 2 introduces conventional
studies of acoustic surveillance. Section 3 proposes an efficient acoustic detection approach for
a surveillance system. Section 4 explains the experimental setup and results. Finally, conclu-
sions are presented in Section 5.

2 Conventional studies on acoustic surveillance

An acoustic surveillance system aims at identifying hazardous situations by analyzing auditory
sensory information recorded through an acoustic sensor to detect an acoustic event, thus
protecting pedestrians from physical and psychological damage. For example, detection of a
scream from a victim flusters the perpetrator and protects the victim by creating a warning
sound and informing a security guard of the emergency situation.

In comparison with video-based surveillance, acoustic surveillance is still an emerging
technique and has challenging research issues. Although several approaches for acoustic event
detection have been introduced in recent years, they seem to require further verification in
order to be adopted in real-world surveillance environments. Most of the early studies
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concentrated on the detection of peculiar and highlight events, such as an explosion and
gunshots [3]. They reported reliable detection performance, because the highlight events
generally have acoustic characteristics easily distinguished from normal acoustic sounds.
Later, several research works extended the sorts of acoustic sources to include footsteps,
ringing phones, applause, or knocking [7, 21]. They still targeted object-induced sounds,
however, and excluded human voices.

In recent years, a few studies eventually began to recognize human voices as acoustic
events [11, 12]. However, most of them targeted normal speech irrelevant to emergency
situations. The other studies collected abnormal voices, such as a scream from movie clips,
but it provided offline verification without consideration of outdoor environments where a
variety of noises exist.

Most of the conventional studies have provided reasonable research directions for acoustic
event detection. Nevertheless, the use of limited kinds of acoustic sounds or a restricted
verification environment creates uncertainty about whether the approaches would
operate properly in a real-world emergency situation, in particular, in outdoor envi-
ronments. A critical point is that virtually none focus on crimes committed against
women and children, even though, for a long while, that has been recognized as one
of the most malicious of criminal activities. For this reason, this study presents an
acoustic event detection approach for outdoor environments. In particular, we carefully
concentrate on the detection of abnormal human voices, such as a scream, asserting
that the abnormal voice provides the most essential and certain cue of a crime, more
so than any other kind of acoustic sound.

3 Acoustic event detection based on learning of abnormal voices

Surveillance sensors are required to continuously collect environmental information
and submit it to a main surveillance system. A surveillance sensor can be a micro-
phone sensor having a function of transmitting the recorded signals to the recognition
system (surveillance system). The main surveillance system should also keep operating
in real time while processing the information to detect emergency situations. Thus,
several issues should be considered for real-time operation of acoustic surveillance in
outdoor environments.

First of all, the system frequently encounters various background noises, such as cars, a
subway, or the sounds of animals, as well as weather-related noises, such as wind and thunder.
Normal voices of pedestrians also occasionally interrupt event detection and are misrecognized
as an abnormal voice. In particular, a loud voice similar to screaming mainly disturbs the
acoustic surveillance system.

The distance between the sound source and acoustic sensors should be also considered. In
standard multimodal surveillance, multimodal sensors (including visual sensors and acoustic
sensors) are maintained together to work in conjunction with each other [20]. Hence, the
acoustic sensors are placed alongside other sensors, such as CCTV cameras. Due to this
property, the acoustic surveillance system may occasionally fail to detect sound sources
induced far from the acoustic sensor.

In this section, we investigate acoustic characteristics of abnormal voices picked up by an
acoustic sensor. Then, an effective acoustic event detection approach is proposed to cope with
the above issues.
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3.1 Characteristics of the abnormal voice

A scream is a representative abnormal voice that people naturally manifest in case of
emergency, and it can be used as an essential acoustic event in an emergency. The scream
has acoustic characteristics distinguished from normal speech, as shown in Fig. 1. It reveals a
distinct distribution of spectral energy in overall formant frequencies ranging from low to high,
and the energy distribution is retained during a certain time, whereas a normal voice has
intensive energy in low-frequency regions, and the energy distribution significantly varies over
time.

This evident difference in spectral characteristics is likely to make easy detection of
screaming by utilizing only temporal acoustic features, such as energy, duration and pitch.
However, these features may not be suitable for discriminating between a screaming voice and
normal voices such as a loud voice or an expression of the joy mode. Figure 2 represents a
spectrogram of a male speaker’s scream and a voice recorded while a male is calling
someone’s name loudly. As demonstrated in this figure, these two kinds of voices have similar
distribution of spectral energy and duration. A task of discriminating between screaming in
emergency and a loud voice in the joy mode has a similar ambiguity problem.

The conventional studies have reported that a temporal feature-directed acoustic event
detection technique is very useful for detecting highlight events such as a gunshot. But, this
approach is not evidently applicable to detecting the abnormal voice of a human. In this study,
we propose a voice learning-based event detection to carefully handle these problems.
Supervised learning–based approach is expected to provide a greater possibility of discrimi-
nating an abnormal voice from a normal, loud voice as well as object-induced sounds, based
on the basic property that labeled training data provide a reliable decision boundary between
two different classes.

3.2 Procedure of learning-based acoustic event detection

In various pattern recognition tasks using acoustic information, statistical model–based learn-
ing algorithms provide an effective criterion to discriminate and determine recognition units [2,
13, 14, 18]. A representative statistical model is the hidden Markov model (HMM), which can
generalize temporal acoustic characteristics by using Gaussian mixture models (GMMs). In
recent years, an advanced neural network-based learning technique called deep neural network
(DNN) is widely adopted for various pattern recognition tasks [6, 8]. Although the technique
provides reliable performance, it requires a tremendous amount of training data and high
capacity hardware resources for intensive computation. For this reason, DNN-based learning
approach may be not appropriate for sensor-based real-time monitoring system.

Many studies have already employed HMMs for speech recognition tasks. A general
paradigm of conventional HMM-based speech recognition is composed of two phases:

Fig. 1 Spectrogram of a scream (left) and a normal voice (right) uttered by a female
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acoustic model training plus recognition. In the training phase, acoustic models of recognition
units are constructed according to the HMM learning procedure. Then, the models are used to
determine the results of the given input data during the recognition phase. Several conventional
studies of acoustic event detection focused on the general HMM paradigm [7, 11, 12], but
fewer considered the necessary issues addressed in the beginning of this section.

For real application of acoustic surveillance, we organize a new paradigm for acoustic event
detection. The proposed procedure is demonstrated in Fig. 3. Acoustic signals picked up by an
acoustic sensor are submitted to a main surveillance system, and then the system performs
event detection procedures that are composed of three main modules: pre-processing, recog-
nition, and post-processing.

The main roles of pre-processing include the detection of voice regions, the reduction of
background noise components, and the extraction of acoustic features. The pre-processing
module first detects voice regions from acoustic signals picked up by an acoustic sensor that is
remotely located from the sound sources. The detected voice signals are then processed by
noise reduction algorithms to exclude noise components that contaminate the original human
voice. This process can provide a solution to improve the recognition accuracy against adverse
conditions like weather or background noises. The conventional noise reduction approaches
from a standard spectral subtraction technique to filter-based techniques such as a Wiener filter
can be adopted for this task.

Finally, acoustic features are extracted from the noise-reduced voice signals. The types of
acoustic features obtained during pre-processing should correspond to the features of acoustic
models. During the recognition process, the features are compared with acoustic models that
are constructed in the training phase. Next, the recognition module finds a model for which the
features indicate the highest observation probability. If the model is relevant to one of the
emergency sound models, the corresponding voice region is designated as a candidate stream.

In real-world environments, a significant number of detected events are eventually con-
firmed as false detection. Therefore, disregarding normal situations is also a necessary task in
acoustic event detection. One main goal of the post-processing module is to correctly
determine whether the candidate stream certainly is an emergency. This re-verification process
plays a role in reducing false detection errors.

Fig. 2 Spectrogram of a scream (left) and a normal loud voice (right) uttered by a male

Fig. 3 The proposed procedure of acoustic event detection
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3.3 Acoustic model training

In learning-based pattern recognition tasks, the correctness of acousticmodels (e.g., HMMs) directly
affects recognition performance. For construction of reliable acoustic models, the training process of
the acoustic surveillance system requires a sufficient amount of speech data that is clearly relevant to
the emergency. As addressed in Section 2, most of the conventional studies dealt with limited types
of speech data. In this study, we used two methods of data collection to acquire a sufficient amount
of speech data that well reflects real-world emergency situations.

In the first method, we searched for emergency situations from video and audio materials,
such as films. Although the sound recordings belong to abnormal speech simulated by actors,
they have clear characteristics that express the situation. For more general cases, we collected
recordings divided according to gender and age.

In the second method, we attempted to consider real-world environments. Most of the data,
including sound recordings in films, do not consider the distance between the acoustic sensor
and the sound sources. In addition, most of the original sources are recorded in a silent
recording room. The most accurate way of considering distance is to directly record the sound
by using a remote acoustic sensor in an outdoor environment. For this, we installed an acoustic
sensor at the height of general CCTV cameras and recorded screams from male and female
participants who stayed approximately 30 m away from the sensor. Figure 4 represents a
picture of such a recording.

Configuration of acoustic models also highly affects recognition performance. A general
way in the conventional studies is to construct a common acoustic model for each acoustic
event, using full speech data corresponding to the event. These types of model can be
compatible with object-induced sounds, such as gunshots, because such sounds have common
and typical acoustic characteristics. On the other hand, this approach is not suitable for human
voices, which have different characteristics in accordance with gender, age, or even culture.

Fig. 4 Recording screams in an outdoor environment
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The proposed model construction approach carefully considers the characteristics of the human
voice. First of all, wemaintain two kinds of models: voicemodels and garbagemodels. The garbage
models are constructed by using several types of object-oriented sounds to play a role in disregarding
those sounds.Voicemodels are divided into several kinds in order to discriminate normal speech and
loud voices from abnormal voices, such as a scream. Each kind of model is constructed using
corresponding speech data. Among the models, abnormal voice models are relevant to emergency
situations, whereas other voice models are used for the purpose of disregarding the normal voice.
There is a general tendency in the abnormal voice wherebymales and females have distinct acoustic
characteristics when screaming. As compared in Figs. 1 and 2, screaming of a female presents more
distinct spectral energy at high frequencies than a male speaker. In order to consider this general
difference between males and females, we construct two gender models using abnormal voice data
divided by gender. Figure 5 summarizes our proposed configuration of acoustic models for
abnormal voice-based event detection.

After determining the types of acoustic models, acoustic features are extracted from the
training data that were divided according to the model type. Then, model parameters (the mean
and the variance of the Gaussian distribution) are estimated using the iterative expectation–
maximization (EM) algorithm [1].

3.4 Recognition of input signal utterances

The acoustic models constructed during the training phase are used to recognize given input
utterances. The constructed HMMs try to identify a type of input utterance according to the

following procedures. For a sequence of feature vectors X ¼ x1!; :::; xT!
� �

that are extracted

from an input utterance, the log-likelihood of each HMM model λi (i = 1,…,E if there are E
acoustic models) is computed with (1).

logP X jλið Þ ¼ ∑
T

t¼1
logP xt!jλi

� �
ð1Þ

Then, a model that has the maximum log-likelihood with a given input utterance is determined
to be a recognition result, as stated in (2).

ê̂¼ argmax
e

logP Djλeð Þ; e ¼ 1; :::;E ð2Þ

Fig. 5 Proposed configuration of acoustic models for abnormal voice-based event detection
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The acoustic surveillance system determines whether the input utterance corresponds to an
abnormal voice or not, according to the recognition result, ê. If ê belongs to one of two gender
models constructed from abnormal voice data, the utterance is finally categorized as an
abnormal voice.

3.5 Post-processing for verification of recognition results

The recognition results of signals recorded in an online manner may contain a tremendous
amount of errors, mainly due to adverse environmental conditions including weather and
background sounds. A representative error type is false alarm that identifies a noise sound as
an abnormal voice. False alarm frequencies significantly increase in an outdoor environment,
thus degrading the reliability of a surveillance system. For this reason, it is very necessary to
verify the correctness of each recognition result to determine if the result can be finally
accepted or ignored. In the proposed procedure of acoustic event detection shown in Fig. 3,
the post-processing module operates for the verification.

HMM-based modelling approach supports efficient verification ways [15]. Among them,
the log-likelihood-based method provides reliable verification performance without intensive
computation. Thus, this method is very suitable for the online acoustic event detection task in
which a number of recognition results are continuously generated.

In accordance with (1) and (2), E log-likelihood results are obtained with a given input
utterance when there are E acoustic models. The correctness of the recognition result, ê, can be
verified using a criterion measure, as stated in (3).

M xð Þ ¼ logP xjλR1 xð Þ
� �

∑
E

r¼2
logP xjλRr xð Þ

� � ð3Þ

in which Rr(x) refers to the r-th-ranked model index (in a range from 1 to E) in E log-likelihood

results obtained from all E models with a given utterance x. λRr xð Þ and logP xjλRr xð Þ
� �

indicate the

model corresponding to the index and the log-likelihood result at the r-th rank, respectively. This
measure computes the relative distance between the log-likelihood at the first rank, that is, the
recognition result, and the overall log-likelihood results, based on the assumption that the distance
increases more when an utterance retains distinctive properties of an abnormal voice. After finishing
the recognition phase, the log-likelihood results are submitted to the post-processing step and then
the criterion measure is estimated according to (3). If the estimation value is regarded to be
sufficiently high, the result is finally accepted. Otherwise, it is disregarded.

4 Experimental setups and results

In order to validate the proposed approach, we performed acoustic event detection experiments
using two types of evaluation task: offline and online. The offline task refers to detection of
isolated events, whereas the online task detects a set of events in continuous sequences. In this
study, we concentrate on verifying the efficiency of two main approaches proposed herein: the
method of data collection and the configuration of acoustic models. Considering the features of
these two approaches, the method of data collection and model configuration were validated
by offline and online evaluation tasks, respectively.
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4.1 Experimental setup

There are no publicly available natural corpora consisting of atypical sound events for
surveillance applications, because the data have private characteristics and are manifested
only scarcely. For this reason, we collected sound data for the experiments. The data consist of
sound events collected in two ways: from recordings of video materials and by direct recording
in outdoor environments. The sound events include object-oriented sounds, such as vehicle
sounds, and normal/abnormal voices. Fourteen male and female participants uttered sounds in
both normal and abnormal voices for the direct recordings. They stayed approximately 30 m
away from an acoustic sensor, as demonstrated in Fig. 4. The acoustic sensor has one channel
and omnidirectional microphone. About 500 sound events were collected.

We used 12-dimensional Mel-frequency cepstral coefficients (MFCCs) as feature vectors.
All vectors were computed within frames of 30 ms with a Hamming window shifted by 10 ms.
Acoustic models were represented by three-state, left-to-right HMMs with 32 Gaussian
mixtures. The number of mixtures providing the best condition was empirically determined.

4.2 Experimental results

First, we carried out acoustic event detection experiments using two kinds of abnormal voice
data: recordings from video materials and data recorded directly in an outdoor environment.
Thus, two abnormal voice models were trained from each set of data and used for verification.
In addition, an object-induced sound model and a normal voice model were consecutively
trained using relevant data recorded in outdoor environments. Finally, each type of data that
was not included in the model training was evaluated. For fair validation, we used leave-one-
out cross-validation, dividing each type of data into three sets.

We investigated the recognition ratio of test data on each acoustic model for which test data
indicated maximum log-likelihood. Table 1 represents the results. As expected, most of the test
data indicated maximum log-likelihood on their corresponding acoustic model. The two kinds
of abnormal voice data demonstrated similar recognition performance on the relevant model.
But from the recognition results, it is difficult to explain which type of abnormal voice data
provides better detection performance in surveillance applications.

So, we further investigated the recognition ratio of two types of abnormal voice data on
each acoustic model, except for the corresponding abnormal voice model. This experimental
result is demonstrated in Table 2. As shown in this table, abnormal voice models from direct
recording provided better performance on detection of abnormal voice data, compared to the
video materials. 72% of all video material data were recognized by abnormal voice model
constructed using direct recording data. On the other hand, only 64% of all direct recording
data were categorized as abnormal voice on acoustic models constructed using video material

Table 1 Recognition ratio (%) of test data on each acoustic model

Model type A B C D
Test set

A. Abnormal voice: video material 86 9 3 2
B. Abnormal voice: direct recording 7 89 2 2
C. Object-induced sound 11 8 76 5
D. Normal voice 8 9 3 80
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data. This result suggests that data obtained from direct recording have advantages in
constructing more reliable acoustic models for acoustic event detection.

The next experiment was carried out to verify the efficiency of the proposed model
configuration described in Fig. 5. In this experiment, we performed an online evaluation task
to consider event detection in a real-world application operating in an outdoor environment.
Therefore, we constructed a set of acoustic models by using each type of acoustic data recorded
by an acoustic sensor in an outdoor environment. Then, the models were used to recognize
acoustic events in real time. In addition to models organized by the proposed set (Fig. 5), a
simple set of acoustic models was also constructed according to the conventional approach.
This simple set is composed of an object-induced sound model and an abnormal voice model.
For further comparison with the conventional approaches, we developed a simple acoustic
event detection program based on signal energy. In this system, signal energy was continuously
estimated for a certain number of frames, and events were determined by comparing the energy
with a pre-defined threshold. Accordingly, three detection systems operated concurrently to
detect abnormal voice events (such as screaming) that are related to emergency situations.

For sophisticated validation, we conducted the experiments four times. In each trial,
maintained for about 30 min, four male and female participants uttered screaming sounds
several times, staying 30 m away from an acoustic sensor. At the same time, the systems
operated to detect the acoustic events while recording the detection time.

After finishing the online evaluation, 12 detection results were confirmed through the
experiments conducted four times. Each result is given by computing a false detection (FD)

Table 2 Recognition ratio (%) of abnormal voice data on each acoustic model except for the corresponding
model

Model type A B C D
Test set

A. Abnormal voice: video material – 72 9 19
B. Abnormal voice: direct recording 64 – 12 24

Fig. 6 Event detection results (false detection error rates and false rejection error rates) of the proposed and
conventional approaches
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error rate and a false rejection (FR) error rate, which are general criteria for measuring
detection accuracy in pattern recognition tasks and are defined as (4) [16].

FD ¼ number of incorrect detections

number of detected events
;FR ¼ number of failed detections

number of detected events
ð4Þ

Figure 6 demonstrates the event detection results of our proposed approach and two conven-
tional approaches. Three kinds of approaches are represented with respective marks. And the
four times the experiments were conducted are discriminated by the brightness of the marks.
As shown in this figure, the proposed model configuration provided significant detection
accuracy in overall trials, representing low FD and FR rates. The conventional model–based
approach demonstrated FR rates similar to the energy-based approach, but showed better
performance in FD rates. We can see that FD rates are worse than FR rates in the overall
experimental results. This was induced by wind noises that mainly caused incorrect detections.
The energy-based approach frequently failed to discriminate wind noises from abnormal
voices, while the model-based approaches successfully disregarded the wind noises.

5 Conclusions

In this paper, we proposed an efficient acoustic event detection technique based on a learning
algorithm. To overcome the limited types of data used in conventional studies, we introduced
new ways of data collection. In addition to collecting acoustic data from video materials, we
recorded data directly from an acoustic sensor in an outdoor environment to consider features
of real-world surveillance systems. We also proposed an effective acoustic model configura-
tion that is organized by gender-characterized abnormal voice models and normal voice
models, as well as object-induced sound models.

To validate the proposed acoustic event detection technique, we conducted several detec-
tion experiments on video recording data and directly recorded data. The results confirmed that
our configuration model, adopting directly recorded data, provides better conditions for
detecting acoustic events in real-world environments. For future work, we will investigate
effective techniques of multimodal surveillance in outdoor environments.
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