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Abstract
In this paper, a semi-fragile authentication scheme for high efficiency video coding is pro-
posed. In this scheme, 4 × 4 intra luma transform blocks of I-frames are divided into two
disjoint subsets. One subset is used for authentication code generation and another sub-
set is used for embedding the generated code. From these subsets, blocks are selected on
the basis of the quality and robustness thresholds. These thresholds are calculated at run-
time by using a low-complexity spatial analysis. The authentication code is generated based
on the relationship between number of positive and negative quantized discrete sine trans-
formed coefficients in a block. The generated authentication code is embedded by altering
the magnitudes of quantized discrete sine transformed coefficients during encoding of the
video sequence. The process of authentication has low complexity as embedded authenti-
cation code can be extracted and verified without full decoding of the encoded bit-stream.
Experimental results show that the proposed scheme is efficient in terms of impercepti-
bility, increase in bit-rate, computational complexity, robustness to re-compression, frame
dropping, noise attacks and fragile to malicious attacks.

Keywords High efficiency video coding · DST · Video authentication · Video watermarking

1 Introduction

In today’s digital world, multimedia contents like videos are widely used in many domains
like entertainment, advertisements, social networking sites, etc. These digital videos can be
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manipulated and redistributed very easily with imperceptible changes in visual quality. So,
there is need of protection of the integrity of data to ensure the data is not tampered during
the transmission process. Since 1954, digital watermarking has been used for authentication
of digital multimedia data [2]. In digital watermarking secret information, i.e. watermark
is embedded in the multimedia data to protect integrity of the content. The watermark is
embedded using certain features of video coding standards like transform coefficients, intra
prediction modes, motion vector information, block partitioning data, etc.

With the advancement in electronics and electrical engineering, more efficient portable
multimedia devices with multi-core processors and high resolution displays are manufac-
tured. These devices support digital videos with high definition and ultra-high definition
resolutions, but existing transmission channels do not have sufficient bandwidth to transfer
huge volumes of high definition multimedia data. This shortcoming of transmission chan-
nels demanded more efficient video codec with high compression and parallel processing
capabilities. High Efficiency Video Coding (HEVC) is the latest video coding standard
conceived in 2013 [16, 24] which supports parallel processing capability and have 50%
more compression efficiency than H.264/AVC. The major enhancements made in HEVC
standard with respect to H.264/AVC [23] standard are (1) Each Frame is divided into 64×64
Coding Tree Units (CTU) i.e. one luma Coding Tree Block (CTB) and corresponding two
chroma CTB’s instead of 16 × 16 macro blocks, (2) Each CTU can be further partitioned
into quadtree structure of size 64 × 64, 32 × 32, 16 × 16 and 8 × 8 Coding Units (CU)
i.e. one luma Coding Block (CB)and corresponding two chroma CB’s, (3) Each CU can
also be partitioned in quadtree of size 32 × 32, 16 × 16, 8 × 8 and 4 × 4 Transform Units
(TU) i.e. one luma Tranform Block (TB) and corresponding two chroma TB’s, (4) 4 × 4
intra luma TB use Discrete Sine Transform (DST) instead of Discrete Cosine Transform
(DCT), (5) There are 35 intra prediction mode in HEVC as compared to only 9 modes
in H.264/AVC.

The main features of an efficient authentication scheme are invisible degradation in
visual quality, low computational complexity, minimal increase in bit-rate and should
be robust against transcoding processes like re-compression with a different quantization
parameter, frame dropping, noise attacks during transmission of video and on the other
hand it should be fragile against malicious attacks, i.e. it can detect removal and inser-
tion of objects. So, an efficient authentication scheme should be semi-fragile, i.e. robust
against content preserving manipulations but fragile to content changing manipulations.
There are plenteous techniques in literature for protecting the integrity, i.e. authentications
of H.264/AVC standard. Unfortunately, all existing authentication techniques of H.264/AVC
cannot be applied to HEVC encoded videos because of the encoding differences between
the standards. There are a few authentication schemes in existing literature with respect to
HEVC video coding standard. The research problem in this work is based on challenges
faced with employing existing schemes for authentication of the HEVC encoded video
sequences in terms of robustness against content preserving attacks, i.e. re-compression,
frame dropping and noise attacks.

In the following text, the efficiency of existing schemes is analyzed. In [1] watermark
bits are embedded into DST transformed coefficients of 4 × 4 intra luma blocks with drift
compensation to avoid error propagation to neighbouring blocks. Although, this algorithm
has a large embedding capacity with good visual quality, but it is not efficient in terms
of non-malicious video processing manipulations because selection of 4 × 4 blocks for
watermark embedding is done without any analysis for robustness. Dutta et al. [3] proposed
an effective algorithm based on DCT transformed coefficients of 4 × 4 intra luma blocks.
This algorithm is robust against re-compression and signal processing attacks like filtering,
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noise additions etc. Elrowayati et al. [4] proposed robust algorithm, where the watermark is
embedded based on the parity of nonzero quantized transformed coefficients. This algorithm
is robust against noise attacks and helps in improving performance of the HEVC encoder
to detect and correct errors caused due to transmission over noisy channels. Though, it is
robust against noise attacks, but it is fragile to re-compression as parities of coefficients
are changed during re-encoding of video sequences. In [10] watermark is embedded by
altering the selected set of DST coefficients based on the intra prediction mode used in 4×4
intra luma block. This scheme has high embedding capacity with acceptable degradation in
visual quality. However, this scheme is not efficient in terms of re-compression and video
processing attacks because selection of 4× 4 blocks is done without any spatial analysis for
robustness. In [14] watermark is embedded by altering CU split decision. In this technique
split decision of only 32 × 32 and 16 × 16 CU’s are used, which can easily be changed by
the re-compression process.

Swati et al. [17] embedded watermark imperceptibly by changing the parity of Least Sig-
nificant Bits (LSB) of quantized DCT transformed coefficients within the encoding loop.
This algorithm is not robust against re-compression because LSB’s are altered during the
re-encoding of video sequeunces. In [19] authentication code is generated using syntax ele-
ments like CU type and prediction mode of CU. The generated code is repeatedly embedded
into the LSB’s of quantized DCT transformed coefficients, the quantization parameter of
each CTU and motion vectors of each slice, which are used to detect the tampered regions at
decoder end. In [20] joint encryption and authentication scheme for HEVC encoded video
sequences is proposed. In this scheme syntax elements are divided into two separate sets,
one set is used for authentication process while the other is utilized for encryption. The
coding unit size in each slice is utilized for generating authentication code, which is then
repeatedly embedded into LSB’s of the quantized DCT transformed coefficients, quanti-
zation parameter of each CTU and motion vectors of each slice to detect the tampered
regions. The schemes in [19, 20] utilizes the LSB’s of the quantized DCT transformed coef-
ficients, quantization parameter and motion vectors. The values of these syntax elements
are modified by the encoder when video sequence is re-compressed with different quan-
tization parameter. So, these schemes are fragile to the re-compression process of HEVC
encoder. These schemes can detect malicious attacks, but these are fragile to content pre-
serving manipulations like re-compression. In [22] intra prediction mode of 4 × 4 intra
luma blocks are used for watermark embedding during encoding of video sequences. The
33 angular intra prediction modes are assigned angle values. The angle difference between
intra prediction modes of two consecutive 4× 4 intra luma blocks are used to embed water-
mark bit by replacing the best optimal mode with the sub optimal mode, based on mapping
relationships of angle values. This scheme is not robust to re-compression because during
re-encoding of video the sub optimal mode is replaced back to best optimal mode by HEVC
encoder [8].

From the above analysis, it can be observed that the syntax elements used by Tew et
al. schemes [19, 20] to embed authentication code are fragile to the re-compression pro-
cess of HEVC encoder. So, there is no semi-fragile technique in the existing literature that
is robust against content preserving manipulations like re-compression but fragile to con-
tent changing manipulations. Secondly, in [3] the watermarking algorithm is based on DCT
transformed coefficients of 4× 4 intra luma blocks, which is robust against re-compression
and video processing attacks, but to reduce implementation complexity of HEVC encoder,
mode dependent selection between DCT and DST is removed and only DST is used for
4 × 4 intra luma blocks [13]. There are differences in the properties of DST and DCT
transforms, so DCT transformed coefficients based method does not give optimal results
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for DST transformed coefficients. The schemes of Chang et al. [1] and Liu et al. [10]
are based on DST transformed coefficients of 4 × 4 intra luma blocks are not efficient
in terms of re-compression, frame dropping and noise attacks because spatial analysis of
4 × 4 blocks is not done before embedding watermark bits. This motivated us to design
DST based semi-fragile scheme that provides a practical solution for authentication of the
HEVC encoded video sequences, which is robust against re-compression, frame dropping,
addition of noise during transmission and simultaneously it can detect object insertion and
deletion.

To overcome the limitations of existing literature, an efficient authentication scheme is
proposed for HEVC encoded videos based on transform coefficients of 4 × 4 intra luma
blocks, which is robust against content preserving attacks and simultaneously it can detect
object insertion and deletion. In this scheme, 4×4 intra luma transforms blocks of I-frames
are used for authentication of the video because I-frames contain vital information as com-
pared to inter frames. The 4 × 4 blocks are selected on the basis of spatial analysis. The
spatial analysis is performed on the basis of Number of Non Zero Quantized Discrete Sine
Transform (NNZQDST) coefficients in a 4 × 4 block to enhance the imperceptibility of
the proposed scheme. Further, to increase the robustness of the proposed scheme, spatial
analysis based on NNZQDST coefficients with absolute value greater than 1 (ABGR1) is
performed. The blocks which are selected by spatial analysis are divided into two sub-
sets, i.e. one for generating authentication code and other for embedding the generated
authentication code. An authentication code is generated based on the signs of transformed
coefficients present in the block. To enhance the security of the proposed scheme, the
generated authentication code is encrypted using content based public key and pseudo ran-
domly generated private key. Further, the scheme induced minimal increase in bit-rate as
the encrypted code is embedded into the magnitudes of non-zero Quantized Discrete Sine
Transform (QDST) coefficients of 4 × 4 intra luma blocks while preserving the signs of
the coefficients during encoding of video sequence into bit-stream. The scheme has low
computational complexity as extraction and verification process is done at the decoder end
without full decoding of the encoded bit-stream.

The rest of the paper is organized as follows. The proposed scheme is explained in
Section 2 and the experimental results are discussed in Section 3. Finally, the conclusion of
paper is drawn in Section 4.

2 Proposed authentication scheme

In this section, the proposed scheme is explained in detail. First, spatial analysis is explained
which is used for selecting blocks, subsequently the algorithms for authentication code gen-
eration and embedding are discussed. Finally, the extraction and verification algorithms are
discussed.

2.1 Spatial analysis for imperceptibility and robustness

An I-Frame can be partitioned into TB of size 32×32, 16×16, 8×8 or 4×4 on the basis of
texture of I-frame. Smooth areas are partitioned into either 32×32 or 16×16 i.e. areas with
less texture are divided into large size and dense textured areas are partitioned into 8× 8 or
4× 4 i.e. areas with more texture are divided into small size. TB with size 4× 4 are chosen
for watermark embedding because Human Visual System (HVS) is less sensitive to more
textured areas as explained in [11].
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Spatial analysis for imperceptibility and robustness are done on the basis of NNZQDST
coefficients present in a 4 × 4 intra luma block. Spatial analysis done by Mansouri et al.
in [11] is based on number of Non-Zero Quantized Discrete Cosine Transform (NZQDCT)
coefficients, but HEVC encoder uses DST instead of DCT for 4 × 4 intra luma blocks.
So analysis proposed in [11] cannot be applied to HEVC encoded videos due to differ-
ences in energy compaction properties of these two transforms. The differences in energy
compaction properties of DST and DCT as explained in [12] are: (1) DCT generates DC
coefficient, which is the average value of the coefficients present in a block, but DST
does not generate any DC coefficient and (2) In DCT transform, the values generated next
to DC coefficient are called AC coefficients whose stability decreases as we move from
low frequency to high frequency coefficients but DST coefficients do not follow any such
phenomenon. An example of QDST coefficients of 4 × 4 intra luma block is shown in
Table 1.

The imperceptibility of the scheme is achieved by selecting 4×4 intra luma blocks having
more textured regions. The texture of the block is analysed by number of non-zero QDST
coefficients present in a 4 × 4 intra luma block. The blocks with dense textured region will
have more non-zero QDST coefficients. Mansouri et al. in [11] used quality threshold α

which is calculated on the basis of number of non-zero QDCT AC coefficients of 4×4 intra
luma block, but in HEVC DST is used instead of DCT in 4 × 4 blocks. There are no DC
and AC coefficients in DST, so the quality threshold α is calculated on the basis of number
of all non-zero QDST coefficients present in a 4 × 4 block.

The robustness of the proposed scheme is based on robustness threshold β i.e. based on
the number of QDST coefficients in a 4 × 4 intra luma block with magnitude greater than
one. The 4×4 blocks with more coefficients having magnitude greater than one means there
is more irregular texture with minute details. The minute details can be accurately predicted
from neighbouring blocks using the angular intra prediction process only when these types
of blocks are partitioned into smaller blocks. So, there are very less chances that the size of
these types of blocks will be changed to bigger size. Additionally, changes in the angular
intra prediction mode to another mode are very less for areas with minute details. This
results in stability in the relationship between the positive and negative QDST coefficients
present in a block. To demonstrate this effect, we applied re-compression to several standard
non watermarked video sequences, and then estimated the rate of changes with respect to
different numbers of coefficients with absolute value greater than one (ABGR1). The cases
of rate of changes includes (a) change in relationship of the sum of magnitudes of positive
and sum of magnitudes of negative QDST coefficients and (b) change of size of 4×4 block
to bigger size.

So, the value of beta is calculated on the basis of the number of QDST coefficients with
ABGR1 present in a 4×4 intra luma block. Figure 1 shows the rate of change w.r.t. ABGR1
when different video sequences are re-compressed from Quantization Parameters (QP) 32
to 34. It can be observed from Fig. 1 that the rate of change decreases with increase in
number of coefficients with ABGR1 present in a 4× 4 block. The number of ABGR1 coef-
ficients varies from one 4 × 4 blocks to another based on the texture of the I-frame in a

Table 1 QDST coefficients of
4 × 4 intra luma block in I-frame 0 1 1 0

4 1 0 0

−4 −3 −1 0

−1 1 0 0
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Fig. 1 Rate of change of 4 × 4 blocks when re-compression is done from Qp = 32 to Qp = 34

video sequence. Further, distribution of 4 × 4 blocks with a certain value of the number of
QDST coefficients with ABGR1 varies on the basis of the texture of the video sequence.
So, the optimal value of β is calculated at runtime based on texture of video sequence and
number of blocks required to embed watermark bits. A survival function based on Com-
plementary Cumulative Frequency Distribution (CCDF) of number of 4 × 4 blocks with
different values of the number of coefficients with ABGR1 F is calculated using (1) and (2)
respectively.

F(β) > μ (1)

The value of F is calculated based on probability distribution (D) of number of 4×4 blocks
with different values of ABGR1 coefficients, using the formula [11] which is defined as
follows:

F(β) = P(D > β) = 1 − F =
∑

D>β

p(D) (2)

Figure 2a shows distribution of 4 × 4 blocks with respect to number of ABGR1 coef-
ficients in first I frame of video sequences with different textures. Figure 2b shows F

of different video sequences with QP = 32. As it can be observed, for the same value
of μ different values of β are obtained based on textures of different videos. For exam-
ple, when value μ = 0.02, the value of β for PeopleonStreet is 2 and RaceHorses is 3.
Thus, the optimal value of β is derived from μ based on textures of videos at runtime.
By implementing the above two spatial analysis for imperceptibility and robustness, the
proposed scheme attains desired requirements of imperceptibility and robustness against
re-compression.

2.2 Authentication code generation

An authentication code is generated from invariant features present in I-frames during
encoding of video sequences. The 4 × 4 intra luma blocks in I-frame are divided into
two disjoint sets, i.e. watermark generation region Sg and watermark embedding region
Se. These sets are generated based on the difference between the sum of magnitudes of
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(a) (b)

Fig. 2 a Distribution of 4 × 4 blocks with respect to ABGR1 coefficients in first I frame of video sequences
at Qp = 32, b CCDF of 4 × 4 blocks in first I frame

Positive Quantized Discrete Sine Transform (PQDST) Coefficients and sum of magnitudes
of Negative Quantized Discrete Sine Transform (NQDST) coefficients. This is done to
avoid interference between Sg and Se regions, so that exact authentication code can be re-
generated at the decoder end. A block belongs to Se if the difference is in the range of −1
to 1, otherwise it belongs to Sg region. The flowchart of authentication code generation is
given in Fig. 3 and the comprehensive description of the authentication code generation is
explained in Algorithm 1. In this algorithm, the relationship between the number of PQDST
coefficients and number of NQDST coefficients is used to generate authentication code. The
outputs of this algorithm are palette PGk and authentication code Ak , where k is the number
of CTU’s in an I-frame of a video sequence. The PGk will be used by decoder to re-generate
Ak during the verification process. The palette, PGk is a file which contains the location of
blocks used for authenticate code generation. It is used to avoid de-synchronization of code
extraction and verification at the decoder end [11]. So, this scheme is semi-blind as instead
of full original video only palette is required at the decoder end for extraction and verifi-
cation of the authentication code. The palette can easily be transmitted through a secure
channel.

To escalate the security of the proposed scheme, selection of blocks from Sg region is
done using a pseudo random function for generating authentication code. The generated
authentication code Ak is encrypted using a low complexity encryption function FE and the
content based key (Key) to generate watermark sequence Wk . The Key is used to encrypt
generated authentication code to circumvent the intra collusion attack [6]. First, a public
key is generated by pseudo randomly selecting a 16 × 16 intra luma block in each I-frame
[5]. The DC coefficient and first two nonzero AC coefficients each of 8 bits are extracted
from the selected 16× 16 block. The public key which is a sequence of 24 bits is generated
by concatenating these three coefficients (DC and two AC coefficients). The public key is
further encrypted using pseudo randomly generated private key (a 24 bit pseudo-random
number). The resultant key is used for encrypting Ak using a low complexity encryption
function FE to generate watermark i.e. Wk . The watermark sequence Wk is generated using
(3). The private key and location of block from which public key is generated is written in
palette along with location map of blocks. The palette is generated at the encoder end during
authentication code generation and embedding process and is transmitted to the authorized
user through secured channel. At the decoder end, location of block used for generating
public key and private key is extracted from the palette. Then the public key is generated
from DC and first two non-zero AC coefficients. Then this public key is encrypted using
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Fig. 3 Flowchart of authentication code generation

the private key. The resultant key is used to decrypt authentication code for extraction and
verification.

Wk = FE(Ak,Key) = {W1, W2, ..,Wk} (3)
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2.3 Watermark embedding

The generated watermarkWk is embedded into 4× 4 intra luma blocks which are selected on
the basis of spatial analysis explained in Section 2.1. The security of watermark is provided
by selecting candidate blocks from the Se region pseudo randomly. In the proposed scheme
watermark is embedded based on the relationship between the sum of magnitude of PQDST
coefficients and sum of magnitude of NQDST coefficients present in 4×4 intra luma block.
The blocks that are to be used for watermark embedding are selected from the Se regions
based on quality threshold α i.e. NNZQDST coefficients present in a block and robustness
threshold β i.e. number of coefficients with ABGR1 present in a block. These thresholds
are selected based on spatial analysis explained in Section 2.1. Further, a subset of candidate
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blocks is pseudo randomly selected from the Se region. The flowchart of the process of can-
didate block selection is given in Fig. 4 and the comprehensive description of the candidate
block selection is explained in Algorithm 2. This algorithm generates a palette PEk that

Fig. 4 Flowchart of candidate blocks selection for embedding watermark
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contains the locations of the candidate blocks which are selected for embedding generated
watermark sequence Wk . This palette, PEk , will be used by Algorithm 3 for embedding the
watermark Wk and Algorithm 4 for extraction and verification of the embedded watermark
at decoder end.

Watermark bits are embedded into QDST coefficients during the last stage of I-frame
encoding. This embedding creates the problem of accumulation of drift as the changes
made in QDST coefficients in current block can propagate to the neighbouring blocks dur-
ing the prediction process at decoder end. To solve this problem, QDST coefficients of
4 × 4 blocks are divided into two sets, i.e. first set of coefficients which will be used for
watermark embedding and second set which will not be used for watermark embedding.
Table 2 shows indices of the QDST coefficients present in 4 × 4 block. The 7 indices

Table 2 Indices of QDST
coefficients in a 4 × 4 block C00 C01 C02 C03

C10 C11 C12 C13

C20 C21 C22 C23

C30 C31 C32 C33
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{Ci,3}i=0,1,2,3
⋃{C3,j }j=0,1,2,3 belong to protected set from a total of 16 indices of a

4 × 4 block which are not used for embedding watermark bits to avoid I-frame error drift
problem [1].

The flowchart of the watermark embedding process is given in Fig. 5 and is explained
in detail in Algorithm 3. The inputs to this algorithm are the palette of selected candidate
blocks PEk and watermark Wk i.e. generated using Algorithm 1 as discussed is Section 2.2.
The watermark bit is embedded on the basis of the magnitudes of PQDST and NQDST, so
to embed watermark bit only non-zero QDST coefficients are altered to restrict the increase
in bit-rate of watermarked video sequence. Further, watermark is embedded only in those
blocks in which difference between MAGPOS and MAGNG is −1, 0 or 1. This is to
avoid visual distortion as by restricting to this difference at most magnitudes of two QDST
coefficients are altered in a block.

Fig. 5 Flowchart for embedding of watermark
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2.4 Watermark extraction and verification

The watermark extraction and verification is performed at decoder side after entropy
decoding of QDST coefficients of watermarked video sequence. The watermark extrac-
tion process is exactly reverse of watermark embedding and the flowchart of watermark
extraction process is given in Fig. 6. The QDST coefficients are entropy decoded for two
purposes (1) to regenerate authentication code A′

k (2) extraction of the watermark W ′
k

embedded during encoding of the video sequence. The content based authentication code
A′

k is re-generated using Algorithm 1 and palette PGk . The watermark W ′
k is extracted
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Fig. 6 Flowchart for extraction of watermark

using Algorithm 4 and the palette PEk generated using Algorithm 2. The extracted water-
mark W ′

k is decrypted using decryption function FD which is reverse of encryption function
used at encoder end and Key (key generated at encoder end) to extract the authentication
code A′′

k .

A′′
k = FD(W ′

k, Key) (4)
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The verification process of each I-Frame in a video sequence is done by comparing the
extracted authentication code A′′

k at decoder end and the re-generated authentication code
A′

k at decoder end by using (5).

if A′
k ⊕ A′′

k == 1, I − Frame is Unauthentic

if A′
k ⊕ A′′

k == 0, I − Frame is Authentic (5)

Based on the (5), generate an Attack Identification Matrix (AIM) for each I − Framei

(where i varies from 1 to n and n is total number of I-frames in a video sequence), in
which 1 denotes authentic CTU and 0 denotes unauthentic CTU. In [25], a gliding win-
dow of 3 × 3 and a tamper detection threshold Tγ (sum of 1’s in a gliding window) is
used to detect maliciously tampered area in an I − Framei . The value of Tγ is set to
5 based on theory of probability using binomial distribution. In another algorithm [5], a
median filter is applied on generated AIM for two purposes: (1) To remove scattered inci-
dental 1’s and (2) Treat non-error elements i.e. 0 as error element i.e. 1 if 0 is surrounded
by five or more 1’s to ensure clustering to locate malicious tampering. As found in [5,
25], tampered locations in AIM are spread in two ways: (a) In case of re-compression and
noise attack, the 1’s are distributed in the form of random noise and (b) In case of mali-
cious tampering, 1’s are accumulated in some locations. So,we are using algorithms of
[25] and [5] for tamper detection. An Example of AIM 3 × 3 gliding window is shown
in Fig. 7.

By observing the AIM in Fig. 7 the tampered CTU’s (1’s) inside the glide window are
called Strongly Tampered Elements (STE) because they are clustered, on the other hand the
1’s outside the gliding window are called Incidental/Tampered Elements (TE) because they
are mostly scattered. The size of the glide window and the Tγ i.e. number of 1’s inside glide
window are selected empirically in [25] based on application requirement i.e. authentication
sensitivity.

Following are the steps for malicious tamper detection as in [5]:

1. Calculate Tampered Percentage (TP) i.e. sum of tampered CTU’s divided by total
number of CTU’s in AIM.

Fig. 7 Attack Identification Matrix (AIM) and 3 × 3 glide window
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2. Apply 3 × 3 median filter on AIM.
3. Calculate Strongly Tampered Percentage (STP) i.e. the sum of all strongly tampered

elements by the total number of tampered elements in processed AIM.
4. Compare the STP with a malicious tampering threshold Tm as follows:

{
I − Framei is unauthnetic, if STP ≥ Tm

I − Framei is authnetic, if STP < Tm
(6)

where P (Tm ≥ �) = 1 − P(Tm < �) ≈ 1 −
((

E(ST E)√
V ar(ST E)

)
/E(T E)

)
(7)

We know that the value of each element in the AIM can be either 1 or 0, then the probabil-
ity of each element is 0.5. Hence, it can be considered as a random variable which follows
binomial probability distribution. Assumed that for any random element in AIM, the prob-
ability of an error can happen is 0.5. Similarly, the probability of any five or more random
errors can occur in a glide window of size n × n is calculated using cumulative probability
as follows :

P(i ≥ 5) =
n×n∑

i=5

(
n×n

i

)
(0.5)i(0.5)n×n−1 (8)

Where value of n is 3, the calculated value of (8) is 0.5. Then, the expected value of
STE i.e. E(STE) and variance of STE i.e. Var(STE) are 0.5× numel and 0.5× (1 − 0.5) ×
numel respectively, where numel denotes the number of tampered elements in AIM. The
probability of any element to detected as tampered in a gliding window is 0.5(1− (0.5)8) =
0.498. Then the expected value of tampered elements i.e. E(TE) is 0.498 × numel.
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3 Experimental results

To evaluate and validate the proposed authentication scheme is implemented by using
HEVC reference software HM16 [7] on a system with Intel i7-8550U CPU@1.80 GHz, 8G
RAM and Windows 10 operating system. Experimental results are obtained by using the
intra main configuration with IntraPeriod=8, DecodingRefereshType=2, GOPSize=4, QP
=32, IPPPPPPPI closed GOP structure and the other all parameters remains as the default
configuration. To show the efficiency of the proposed authentication scheme, various video
sequences with different resolutions and textures are tested. The details of different video
sequences for testing are given in Table 3. The performance of the proposed scheme is
evaluated in terms of visual imperceptibility, Bit Increase Rate (BIR), computational com-
plexity, robustness against re-compression, addition of noise, frame dropping and fragile to
malicious attacks. There is an intersecting relationship between the robustness, visual qual-
ity, embedding capacity and bit rate. A higher embedding capacity results in high visual
distortion, BIR and decrease in robustness against attacks and vice versa. As a fundamen-
tal requirement of authentication scheme is transparency, robustness against re-compression
and fragile against malicious attacks. So to acquire these requirements and to overcome the
above trade-off, we restricted embedding capacity by bounding the number of bits embed-
ded into each CTU to one. Further, the required transparency and robustness is obtained
by using quality threshold α and robustness threshold β respectively. The values of these
thresholds vary based on the texture of different video sequences and are calculated at run-
time by using CCDF as explained in Section 2.1. The higher the value of α and β results
in high robustness and low visual distortion, but it decreases the candidate blocks for gen-
erating and embedding watermark bits and vice versa. So based on experimental results of
different video sequences the optimal value of the CCDF is set to 0.1 for α and 0.01 for β

obtaining the optimal values at run time. The proposed scheme uses the transformed coef-
ficients of 4 × 4 intra luma blocks for the authentication process. The performance of the
proposed scheme is compared with the schemes of Chang et al. [1], Dutta et al. [3] and Liu
et al. [10] because these schemes are also based on transformed coefficients of 4 × 4 intra
luma blocks.

The visual quality of the proposed scheme is evaluated in terms of subjective and objec-
tive measurements. For subject evaluation, Fig. 8 shows original and watermarked frames
of different video sequences. The Fig. 8a, c, b, d, e, k, l, m, n and o show the original frames

Table 3 Configuration parameters of video sequences used for experimentation

Serial number Video sequence Resolution Number of frames Frame rate

1 BlowingBubbles 416 × 240 500 50

2 BasketBallDrill 832 × 480 500 50

3 RaceHorses 832 × 480 500 30

4 KristenAndSara 1280 × 720 600 60

5 FourPeople 1280 × 720 600 60

6 HoneyBee 1920 × 1080 600 120

7 YachtRide 1920 × 1080 600 120

8 Jockey 1920 × 1080 600 120

9 ReadySteadyGo 1920 × 1080 600 120

10 PeopleOnStreet 2560 × 1600 150 30
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

(k) (l) (m) (n) (o)

(p) (q) (r) (s) (t)

Fig. 8 Original and watermarked frames of different video sequences with QP=32

of tested video sequences. The Fig. 8f, g, h, i, j, p, q, r, s and t show the watermarked frames
of tested video sequences. So, it can be observed from the Fig. 8, there are no visual arti-
facts in the watermarked frames of video sequences. In addition to subjective evaluation,
Peak Signal to Noise Ratio (PSNR), Structural SIMilarity index (SSIM) and Visual Infor-
mation Fidelity in Pixel Domain (V Ifp) are used as objective visual quality measurements.
The PNSR for YUV video sequence is calculated using (9) given in [18]. The difference
in the PSNR of original and watermark video is calculated using (10). The δPSNR of the
proposed scheme and the schemes in [1, 3] and [10] are shown in Table 4.

PSNRYUV = 6 × PSNRY + PSNRU + PSNRV

8
(9)

where PSNRY is PSNR of luma component, PSNRU is PSNR of chroma Cb and
PSNRV is PSNR of Chroma Cr.

δPSNR = PSNRYUV − PSNR
′
YUV (10)
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where PSNRYUV and PSNR
′
YUV are PSNR of original and watermarked video

sequences respectively calculated using (9).
The SSIM and V Ifp [15, 21] are also used for evaluating visual quality of watermarked

video sequences since PSNR does not reflect the temporal activity of video sequences
with different textures. The value of SSIM and V Ifp index varies from 0 to 1, where 1
indicates that both the compressed video sequence with watermark and without watermark
are completely identical on the other hand 0 indicates both video sequences are entirely
different from each other. Table 4 shows that the results of SSIM and V Ifp values for
different video sequences for the proposed scheme are better than the schemes in [1, 3]
and [10]. These results show that the performance of the proposed scheme is better than
the schemes in [1, 3] and [10] in terms of imperceptibility because 4 × 4 intra luma blocks
which are used for watermark embedding are selected on the basis of quality threshold α

i.e. calculated using the number of non-zero QDST coefficients. So, based on the subjective
evaluation in Fig. 8 and the objective evaluation in terms of PSNR, SSIM and V Ifp, the
proposed scheme is visually imperceptible, which meets the demand of video authentication
system.

Bit-rate is the total number of bits used for encoding a video during compression. In
the proposed scheme, the watermark bits are embedded by altering only non-zero QDST
coefficients and by preserving signs of the coefficients, which in return induce a very slight
increase in bit-rate of encoded videos after watermark embedding. The performance of the
proposed scheme is evaluated in terms of BIR which is calculated by using (11) where BR

and BR
′
are bit-rates of original and watermarked videos respectively. BIR of the different

video sequences for the proposed scheme and the schemes in [1, 3] and [10] are shown in
Fig. 9 with QP = 32. It can be observed from the results that BIR of the proposed scheme
is better than the schemes in [1, 3] and [10].

BIR = BR′ − BR

BR
× 100 (11)

Firstly, the performance of the proposed scheme is evaluated in terms of robustness
against content-preserving attacks, i.e. robustness against re-compression with different Qp
values, noise attacks and frame dropping attacks. The robustness is evaluated in terms of cor-
relation between the extracted watermark bits and embedded watermark bits. Secondly, the
performance of the scheme is evaluated in terms of sensitivity to the malicious tampering.

Fig. 9 Comparison of the BIR for the proposed scheme with different schemes
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The robustness against re-compression attacks is performed by re-encoding watermarked
video sequence with different Qp values of 30, 32 and 34 respectively. The results of
the re-compression attack of the proposed scheme and the schemes in [1, 3] and [10]
are shown in Table 5. The proposed scheme is also evaluated in terms of various video
processing attacks i.e. frame dropping, Gaussian noise with mean = 0 and variance =
0.001, Gaussian filtering with radius of 3 × 3 and sigma = 0.3. The frame dropping attack
is performed by dropping 25% random frames similar to the scheme in [9]. In [9] 15
bit binary sequence, i.e. frame number, is inserted before the actual watermark. At the
decoder end, first the binary sequence is extracted to identify the frame number and then
the embedded watermark is extracted. Table 6 shows the results of the proposed scheme
and the schemes in [1, 3] and [10] in terms of different video processing attacks. The
results in Tables 5 and 6 show that the robustness of the proposed scheme is better than
the schemes in [1, 3] and [10]. The robustness of the proposed scheme obtained by select-
ing blocks for embedding watermark bits on the basis of the robustness threshold beta
calculated at runtime using CCDF based on the spatial analysis of each video sequence
explained in Section 2.1. The schemes in [1] and [10] done not follow any criteria to select
the blocks for watermark embedding and the scheme in [3] is based on the QDCT coeffi-
cients but in HEVC DST is used for 4 × 4 intra luma blocks. The DCT coefficients based
scheme in [3] in not efficient for DST based coefficients present 4 × 4 intra luma blocks
of HEVC.

The re-compression with different Qp values, noise attacks and frame dropping does
not change the contents of the frame i.e. the objects in the frame remains the same. To
examine the effectiveness of the proposed scheme in differentiating between malicious tam-
pering and incidental attacks, malicious tampering of watermarked frame is carried out.
For this, an object is deliberately removed from the watermarked I-frame of Race Horses

(a) (b)

(c) (d)

Fig. 10 Performance for malicious tamper detection for Race Horses sequence
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(a) (b)

Fig. 11 Results of average time overhead for watermark embedding, watermark extraction and verification

video sequence. Figure 10a shows the watermarked I-frame and Fig. 10b shows deliberately
tampered watermarked I-frame of Race Horses video sequence. In Fig. 10b tampering is
done by eliminating the horse face from top left corner of the frame. The Fig. Fig. 10c
shows AIM of the watermarked Race Horse frame with a TP value of 0.201. The Fig. 10d
shows tampered area of 3 × 3 gliding window in which number of tampered elements
are more than 5 which is localized by processing AIM with the 3 × 3 c median filter.
Also in the processed AIM the value of STP is 0.571 which is more than 0.553 i.e. the
value of Tm calculated using (6) and (7). Hence, this proves that the frame is maliciously
tampered.

The computational complexity of the proposed scheme is very low because the algo-
rithms used for authentication code generation, candidate block selection, the embedding
of generated authentication code, extraction and verification utilize simple arithmetic oper-
ations. The implementation of the proposed scheme is performed by modifying the HM
reference software. Therefore, the computational complexity of the proposed scheme is
evaluated by calculating processing time overhead of modified HM reference software with
respect to the original HM reference software. Figure 11 shows the average processing time
overheads in the modified HM reference software for both encoder and decoder. In [1]
and [10] first the intra prediction modes of the neighbouring blocks are extracted to select
the transformed coefficients for watermarked embedding to prevent intra drift error prop-
agation, but in the proposed scheme all the coefficients used by neighbouring blocks are
directly excluded without extracting intra prediction modes. In [3] extra time overhead is
due to calculation of pseudo motion vector to prevent error drift. Hence, it can be observed
from above analysis and Fig. 11 that the proposed scheme has low computational com-
plexity as compared to the scheme in [1, 3] and [10]. The cost overhead of the proposed
scheme is no more than 2 Sec. delay in the encoder and is close to 0 Sec. in decoder.
So, it can be concluded that the proposed scheme is efficient in terms of computation
complexity.

4 Conclusion

In this paper, a semi-fragile authentication scheme for HEVC encoded video sequences is
proposed. The scheme is based on DST coefficients of 4 × 4 intra luma block. The mag-
nitudes of these coefficients are utilized for spatial analysis to achieve desired robustness
against various attacks. The other important feature of the proposed scheme is that it is fragile
to frame tempering i.e. it can detect object removal and insertion. The imperceptibility and
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minimal increase in bit-rate are achieved by preserving the sign of transform coefficients
during watermark embedding. To evaluate the performance of the proposed scheme, exper-
iments are carried out on various video sequences with different textures and resolutions.
The experimental results show that the proposed scheme is more efficient than state-of-
art schemes in terms of robustness against re-compression, frame dropping, noise attacks,
imperceptible degradation in video quality, computational complexity and minimal increase
in bit rate. The proposed scheme can be extended for depth videos by exploiting the new
features of the 3D HEVC standard.
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