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Abstract
Recently, the triplet loss is commonly used in many deep person re-identification (ReID)
frameworks to learn an embedding space in which similar data points are close and dissim-
ilar data points are far away. However, the triplet loss simply focuses on the relative orders
of points. This may lead to a relatively large intra-class variance and then a weak general-
ization capacity on the test set. In this paper, we propose a mini-cluster loss, which regards
images belonging to the same identity as a mini-cluster and treats them as a whole during the
training instead of considering them separately. For each mini-cluster in a batch, we define
the largest distance between points in a mini-cluster as its inner divergence and the short-
est distance with outer points as its outer divergence. By constraining the outer divergence
larger than the inner divergence, our framework with the mini-cluster loss achieves the more
compact mini-clusters while keeping the diversity distributions of the classes. As a result,
a better generalization ability and a higher performance can be obtained. In the extensive
experiments, our proposed framework achieves a state-of-the-art performance on two large-
scale person ReID datasets (Market1501, DukeMTMC-reID) which clearly demonstrates
its effectiveness. Specifically, 72.44% mAP and 87.05% rank-1 score are achieved on the
Market1501 dataset with single query setting, 78.17% mAP and 91.05% rank-1 score with
multiply query setting, and on the DukeMTMC-reID dataset, 60.19% mAP and 77.20%
rank-1 score are obtained.

Keywords Person re-identification · Mini-cluster loss · The triplet loss · Deep feature
embedding

1 Introduction

Person re-identification ( ReID ) focuses on the problem of searching for person images
owning the same identity as the given anchor pedestrian image, which are captured from the
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surveillance videos across multiple cameras or across time [7, 27]. Due to its importance in
the intelligent surveillance application, it has been attracting more and more attentions of
the computer vision and pattern recognition committee. Despite intense studies [1, 4, 9, 10,
36, 46, 47] have been done in the recent years, ReID is still a very challenging task due to
its particularity. Compared with many other tasks, such as face recognition [20, 41], there
are more posture variances of the same individual and more complex backgrounds. Besides
these, it also usually undergoes illumination variances and large occlusions.

Recently, deep learning gains a tremendous success in many areas, which can implicitly
capture intricate distributions of large scale data by learning and representing data with mul-
tiple levels of abstraction and understand multi-modal information with multiple processing
layers [28]. Motivated by this, more and more deep frameworks [2, 5, 9, 10, 22, 29, 34, 36,
46, 47] for person ReID have been proposed by researchers. The main goals of them are
to learn a feature embedding where points from the same identity are close and those from
different are far away. Recently, the triplet loss becomes a major means and is commonly
used in many deep person ReID frameworks to keep the correct order for the anchor image
with its positive and negative. In a batch there are several images for every identity which
could be included in the triplets. During the training, the optimization is done on them sep-
arately. And after thousands of iterations, small intra-class variances and large inter-class
variances are expected. However, as shown in Fig. 1, during an iteration, some points of the
same identity are pushed to completely different directions. Thus, it will result in an unsta-
ble convergence process of the models. And since just the relative distances of a single point
with its negatives and positives are constrained, it easily leads to a relatively large intra-class
variance. And it is found in [4, 31] that large intra-class variances may lead to a weak gen-
eralization of the learned models on the test set. And they argue that reducing the intra-class
variances and enlarging the inter-class variances may improve the performance. For this,
ImpTrpLoss [5] introduces an additional item to the triplet loss by keeping the distances
of positive pairs smaller than a pre-defined value. The quadruplet loss [4] adds the relative

(a) (b)

Fig. 1 Illustration of the optimization phase of the triplet loss with a toy example. a The movement of
points in the triplets in an iteration. There are 2 mini-clusters shown here which are marked in blue and
red. Three triplets are chose here which are connected with red, blue and green dotted line respectively.
And the directions of the movement are marked by the solid lines with arrow. b The final formed clusters
after optimizing. For each point here, the relative distances between its negatives and positives are well kept.
However, there still exists large intra-class variances, which may lead to a weak generalization ability
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constraint on the positive pairs and negative pairs without the same anchor to the triplet loss.
However, both methods may destroy the diversity distributions of different classes.

Motivated by this, we propose a novel objective called mini-cluster loss defined on a
blob. Images belonging to the same identity are defined as a mini-cluster and treated as
a whole during the training. The proposed framework and the scheme of the mini-cluster
loss are shown in Figs. 2 and 3 respectively. The input blob of the network contains P

mini-clusters and each mini-cluster contains K images. For each mini-cluster in a batch, we
define the largest distance between points in a mini-cluster as its inner divergence and the
shortest distance with outer points as its outer divergence. By making the outer divergence
larger than the inner divergence, the mini-cluster loss could keep the correct relative rela-
tionships of points and helps to form a feature embedding with smaller intra-class variances
and larger inter-class variances. It can be found in our learned feature embedding which is
shown in Fig. 4.

It should be mentioned that the mini-cluster loss shares similar spirits with hard sam-
ples mining methods, but the goals of them are different. For the triplet loss, hard triplets
sampling is regarded as an effective measure for improving the performance. The goal of
them is to mine the informative samples to enhance the gradients variance and speed up the
convergence of the models while keeping the correct relative distances between the positive
and negative pair with the same anchor. However for the mini-cluster loss, our searching for
the inner divergence and the outer divergence is to represent the general characteristics of a
cluster. And the aim is not to simply keep the relative relationship among a triplet but push
the negative points far away from the anchor mini-cluster .

For explaining why the proposed method is effective, we conduct the experimental anal-
ysis in Section 4. Based on the triplet loss with batch hard [9], we explore the affects of
the pairs of different hard levels in a mini-cluster for the performance. Through the anal-
ysis, we argue that the defined inner divergence and outer divergence are the appropriate
representations for the general mini-cluster.

ConvNet

...

Mini-cluster Loss

...

Euclidean Distance
test images

train images inner/outer

divergence

feature

embedding

Fig. 2 Illustration of the proposed framework. The upper part is the course of training. The input blob is
consisted of P identities and K images for each individual. After extracting the feature vectors, the inner
divergence and outer divergence for each mini-cluster are first computed and then sent to the layer of the
mini-cluster loss. And the bottom is the course of testing. Test images are first sent to the learned model and
feature vectors of them are extracted. Then Euclidean distances between them are computed for performance
evaluation

Multimedia Tools and Applications (2019) 78:21145–21166 21147



(a) (b)

Fig. 3 The scheme of the proposed mini-cluster loss. A blob including three toy clusters colored in red,
green and blue are shown here. We use the largest inner-class distance to represent the inner divergence of a
mini-cluster, and the shortest inter-class distance with outer points to represent its outer divergence. a Before
optimization. b After optimization

Generally, the main contributions of this paper can be listed as follows:

(1) We propose two concepts which are the inner divergence and outer divergence to
represent the general characteristic of a mini-cluster.

Fig. 4 A small part of the Barnes-Hut t-SNE [26] of the learned embedding for the Market1501 test set
including the query images and the gallery images. Best view it when zooming in
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(2) Based on them, we further propose a novel loss named mini-cluster loss, which regards
images of the same identity in a batch as a whole. Just resorting to the especially
selected positive (inner divergence) and negative pair (outer divergence), it could
achieve more compact clusters while well keeping the diversities of different classes.

(3) Experiments on two large-scale person ReID datasets show its significant perfor-
mance.

This paper is organized as follows: in Section 2 we present the related works of person
ReID. Then in Section 3, the triplet loss and the quadruplet loss are first reviewed. And
then we elaborate the proposed mini-cluster loss. Experimental valuations on 2 large scale
datasets are demonstrated in Section 4. Moreover, the impacts of the pairs with different
hard levels in a mini-cluster to the performance are experimental analyzed. And Section 5
is the conclusions.

2 Related work

There are two camps in person ReID which are traditional methods and deep methods.
For those traditional methods, good feature representation [18, 24, 38, 42] and appropriate
distance metric [11, 16, 21, 37] are two key subtasks [12, 13, 44]. However the solution
of two separated steps is hard to achieve an optimal results [39]. With the revolutionary
success of the deep learning method on many computer vision tasks, more and more deep
frameworks [2, 5, 9, 10, 22, 29, 34, 36, 47] for person ReID have been proposed by the
researchers. These frameworks can learn a feature embedding or a similarity metric in an
end-to-end way.

There are 3 usual solutions for deep ReID: classification, verification and ranking. For
these classification based person ReID frameworks [32, 34], they treat it as an identity
recognition task by minimizing the softmax loss in the network. In the training, the model
is learned by assigning an image to an identity. And in the testing, the top probability vec-
tor is abandoned and the previous outputted vector is extracted as the feature. Then a basic
distance function (i.e. Euclidean distance and Cosine distance) is applied to measure the
distances or similarities between images. However, since the goal of these methods is to
learn boundaries between classes, it may lead to insufficient intra-class compaction [3].
And the objective of these verification based approaches [5, 39, 43] is to verify whether
a pair of images are of the same person. They usually borrow the siamese network with
the contrastive loss or binary classifier to reduce the intra-class variances and enlarge the
inter-class variances. These methods simply focus on the absolute distance but neglect rela-
tive relationships. However, due to the complex scenarios of ReID, distributions of different
classes are discrepant. Thus verification based methods may be not the best option for per-
son ReID [33]. And for these ranking based approaches [6, 9, 33], the triplet loss is widely
used to learn an embedding space in which the distance of the negative pair should be larger
than the that of the positive pair in a triple. These methods could well keep the relative rela-
tionships between positive and negative pairs. However, frameworks based on triplet loss
easily suffer from slow convergence and sub-optimization.

To solve this problem, many researches explore some hard triplets sampling methods or
novel loss functions based on the triplet loss. For triplets sampling, there are two trends
which are making full use of all the relationships as much as possible and just sampling
the hard triplets in a blob. For the former, Batch All sampling [6] considers all the triplets
among a blob. However, there are many easy triplets which will generate zero loss and
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are not effective for the gradient generation. Thus, this sampling method will reduce the
gradients and easily lead to a suboptimal solution. Then the Lifted Structure loss [19] lifts
the distances between vector pairs to a pairwise distance matrix and defines a structured
loss based on all positive and negative samples. And N -pair loss [23] samples N classes
and randomly selects a pair of images for every class. Then they propose a N + 1 tuple loss
by comparing a positive pair with all its negative pairs. The second trend is hard triplets
sampling in a blob which is proved to be very efficient for improving the performance.
Among them, Batch Hard [9] is an effective triplets mining method by selecting one hardest
positive image and one hardest negative image for every image in a batch. Resorting to
a soft margin triplet loss, it illustrates a state-of-the-art performance in the experiments.
Besides these, Wu et al. [33] proposed a distance weighted sampling method and proved
that sampling matters in the deep embedding learning.

At the same time, some researchers argue that the triplet loss just considers the relation-
ships of positive pair and negative pair with the same anchor image may result in a large
intra-class variance. They design some new loss functions by applying different constraints.
Such as, ImpTrpLoss [5] introduces an additional item to the triplet loss by keeping the dis-
tances of positive pairs smaller than a pre-defined value. The quadruplet loss [4] is defined
on a quadruplet including 4 images from 3 classes. Besides considering the relative dis-
tances between positive-negative pairs with the same anchor as the triplet loss does, an extra
constraint for those without the same anchor is also added. The angular loss [30] is designed
to introduce the scale invariance and a third-order geometric constraint by constraining the
angle at the negative point of triplet triangles. The center loss [31] pushes the feature vec-
tors to the center vector of the same class, and combined with the softmax loss, it effectively
reduces the intra-class distance of the deep features.

Different with the triplet loss and its variants, our proposed mini-cluster loss considers
images of the same identity in a batch as a whole and use the inner divergence and outer
divergence to describe a mini-cluster. By limiting the outer divergence larger than the inner
divergence, the relative relationships between the intra-class and inter-class are kept while
more compact clusters are obtained.

3 The proposedmethod

Our proposed mini-cluster loss is closely related with the triplet loss and quadruplet loss. So,
in this section, we introduce them firstly and then represent our mini-cluster loss in detail.

3.1 Preliminary

We define (xi, si) as an input data, where xi ∈ X is the image and si is the class label of
xi . The feature embedding kernel f (·; θ) : X → R

k maps an input image xi to a feature
vector of k dimensions. To simplify, we use f (xi) to represent f (xi; θ).

The triplet loss The triplet loss [20] takes triplets as input, each including three images
(xi, xj , xk), where xi and xj are from the same person and xk is from the different one. The
goal of the triplet loss is to keep xi closer to xj than xk . The triplet loss on a single triplet is
defined as following:

Ltriplet = 1
2 × [

m + ∥∥f (xi) − f (xj )
∥∥ 2
2−‖f (xi) − f (xk)‖ 2

2

]
+

(1)
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where [·] = max(·, 0), andm is a predefined margin for the relative distance. IfLtriplet (·) =
0, the partial differentials with respect to the input f (xi), f (xj ) and f (xk) are all zeros. If
not, they are as follows:

∂(Ltriplet (·))
∂(f (xi ))

= f (xk) − f (xj )
∂(Ltriplet (·))

∂(f (xj ))
= f (xj ) − f (xi)

∂(Ltriplet (·))
∂(f (xk))

= f (xi) − f (xk)

(2)

The quadruplet loss The quadruplet loss [4] is a variant of the triplet loss. It is based
on a quadruplet (xi, xj , xk, xl), where xi and xj are images from the same person, but
xk and xl are from other persons. Besides considering the relative distance between the
positive and negative pair with the same probe image, the quadruplet loss also imports
another constraint of the relationship between the positive and another negative pair with
different probe person. The quadruplet loss is defined in (3), in which g(·, ·) represents the
distance between two images, the first item is a main constraint and the second is a relatively
weaker auxiliary constraint.

Lquad =
N∑

i,j,k

[
g
(
f (xi), f (xj )

)2 − g
(
f (xi), f (xk)

)2 + α1
]
+

+
N∑

i,j,k,l

[
g
(
f (xi), f (xj )

)2 − g
(
f (xl), f (xk)

)2 + α2
]
+

si = sj , sl �= sk, si �= sl, si �= sk

(3)

3.2 Themini-cluster loss

The scheme of the proposed mini-cluster loss is shown in Fig. 3. Suppose the input batch
of our framework is consisted of P persons and K images for each person, which is called
PK-batch in our paper. We consider K images of an individual as a mini-cluster. Before
introducing the mini-cluster loss, we first define two concepts which are inner divergence
and outer divergence to characterize a cluster. First, we define its inner divergence Idvga

as the furthest distance between points of a mini-cluster :

Idvga = max
xi ,xj ∈Ca

∥∥f (xi) − f (xj )
∥∥
2 (4)

in which, Ca is the ath mini-cluster, i.e., the set of the images with the same identity label
la in a batch. xi and xj are different images from Ca . Moreover, for better representing the
outer divergence, the distance between two mini-clusters is defined as the closest distance
of points across two mini-clusters:

Da,b = min
xi∈Ca,xj ∈Cb

∥∥f (xi) − f (xj )
∥∥
2 (5)

Based on it, the outer divergence Odvga is defined as:

Odvga = min
b �=a,b∈1···P {Da,b} (6)

For each mini-cluster, there is an inner divergence representing its compact degree, and an
outer divergence representing its separation degree with other mini-clusters. Intuitively, for
a mini-cluster Ca , it should be satisfied with

Idvga < Odvga (7)
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So the proposed mini-cluster loss on a batch is defined as:

Lmini =
P∑

a=1
log

(
1 + exp(Idvga − Odvga)

)

=
P∑

a=1
log

(
1 + exp( max

xi ,xj ∈Ca

∥
∥f (xi) − f (xj )

∥
∥
2

− min
b = 1, 2 · · ·P
b �= a

{ min
xk ∈ Ca

xl ∈ Cb

‖f (xk) − f (xl)‖2})
)

(8)

For each mini-cluster, a tuple (xi, xj , xk, xl) is carefully selected, where xi, xj and xk are
from the anchor mini-cluster, and xl is from another. Thus, for a batch, P tuples are used to
generate punishments for the general loss.

3.3 Runtime complexity

The computation of the proposed mini-cluster loss mainly includes three parts: distance matrix,
the inner divergence and outer divergence, and the loss value. Assuming that there are M images
in the training set and the batch size isN = P ×K , then an epoch should include M

N
batches.

In each batch, the complexity of computing the distance matrix, divergences and the loss
value could be expressed as O((PK)2), O(P ×[K2 +K × (PK −K)]) and O(P ) respec-
tively. Thus, the complexity of an epoch should be O(2MN + M

K
), which can be simply

represented asO(MN). AsN → M , we can get a worst cast complexityO(M2). Compared
with the naive hard mining algorithm of the triplet loss, which has a worst case complexity
of O(M3) on an epoch, our method is computationally more efficient. And, compared with
the recent methods which are the batch hard sampling of the triplet loss [9] whose com-
plexity is O(2MN + M), and the quadruplet loss [4] whose complexity is O(MN3), the
proposed method still has the advantage on the computational complexity.

3.4 Relationship with other metric objectives

Our mini-cluster loss is designed based on the triplet loss (1). And from the form of tuple, it
is similar with the quadruplet loss (3). In this subsection, we discuss the relationship of our
mini-cluster loss with them.

First, both the triplet loss and the quadruplet loss are not built on the whole mini-clusters
but the individual points . They consider images of the same identity individually and keep
the relative relationships among points. Thus, they apply some tuple mining method to
generate tuples and several images of the same class may be contained. These selected tuples
just represent themselves, not the whole mini-cluster. However, our proposed mini-cluster
loss uses the inner divergence and the outer divergence to represent a mini-cluster, and
ignores all other points here. Due to the particularity of the two concepts, just by limiting
the outer divergence larger than the inner divergence, it would keep the correct relative
relationship between intra-class and inter-class while pulling the clusters more compact.
Of course, the mini-cluster loss can be regarded as a special hard tuple mining methods.
In a PK-batch, for each mini-cluster a closest positive pair (xi, xj ) and a furthest negative
pair (xk, xl) are selected to form a tuple (xi, xj , xk, xl)xi ,xj ,xk∈Ca,xl∈Cb

. The mini-cluster
loss is defined on such P tuples. Hard samples selecting has been proved important for
the improvement of performance in many researches. The sampling method of mini-cluster
loss discards most of tuples and just keeps one tuple for a mini-cluster. In the following
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experiments, we illustrate that our models trained on the P selected tuples can show a better
performance than other hard sampling methods.

Second, from the form, the tuple (xi, xj , xk, xl)xi ,xj ,xk∈Ca,xl∈Cb
our mini-cluster loss

defined on is a quadruplet. But it is different with that in the quadruplet loss (3).
Images in the tuple of our mini-cluster are just from two clusters. But the quadruplet
(xi, xj , xk, xl)xi ,xj ∈Ca,xk∈Cb,xl∈Cc in the quadruplet loss is from three clusters. The quadru-
plet loss not only considers the relative distance between the positive pair and the negative
pair with the same anchor as the triplet loss does, but also the relative distance between the
positive pair and negative pair from other clusters. But the extra constraint item may destroy
the diverse of the distributions of the clusters. However, the mini-cluster loss keeps the rel-
ative relationship of the inner divergence and the outer divergence of a mini-cluster. Due to
the outer divergence is a strict constrain, it helps to pull the mini-cluster more compact. And
the diverse of the different clusters can also be kept.

4 Experiments

4.1 Setup

Datasets: We evaluate our method on two large-scale ReID benchmark datasets which
are Market1501 [45] and DukeMTMC-reID [47]. The Market1501 dataset is captured in
front of a supermarket from 6 different camera views including 5 high-resolution cameras
and one low-resolution camera. It is detected by Deformable Part Model (DPM). There
are 12,936 images of 751 IDs in the training set, 3368 query images and 19,732 gallery
images of the remaining 750 IDs in the testing set. The DukeMTMC-reID dataset is
cropped from 85-minute high-resolution videos from 8 different cameras by handcraft.
It contains 1404 IDs in total where the randomly selected 702 IDs are as the training set
and the remaining 702 IDs as the testing set. As a result, there are 16,522 images in the
training set, 2228 query images and 17,661 gallery images (702 IDs + 408 distractor IDs)
in the testing set.

Data augmentation: In various of deep learning tasks, data augmentation has been
proved to be a very effective means for alleviating the over-fitting problem. In the follow-
ing implementation, all the images are first resized into 288×144 pixels. Then during the
training, we crop a 256 × 128 pixels image region with a random perturbation and mir-
ror it or not decided in the manner of flipping a coin. Then the cropped images subtract
the mean values (123.68, 116.78, 103.94) for Market1501 and (127.50, 127.50, 127.50)
for DukeMTMC-reID in the corresponding dimensions. During the test, five crops in the
upper left, upper right, lower left, lower right and center and their mirrors are used to
extract their feature vectors. Then the average feature vectors are applied to compute the
distance matrix and evaluate the performance.

Optimization setting: We use ResNet50 [8] as the CNN network. First we discard the
last fully connected layer and the softmax loss layer and add a fully connected layer
with 128 dimensions and the mini-cluster loss layer. Then we fine-tune the model on
the pre-trained model of ResNet50. Our experiments are conducted in the Tensorflow
deep learning framework. We adopt adaptive moment estimation optimizer (Adam) to
optimize our deep framework. The exponentially rate decaying schedule is applied in the
training. 25,000 iterations are conducted on both datasets. The initial learning rate is set
to 3e-4 for the Market1501 dataset and 1e-4 for the DukeMTMC-reID dataset, and then
gradually decays after 10000 iterations till 0.01 folds of the initial learning rate.
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4.2 Construction of the input blob

Since the mini-cluster loss considers a cluster as a whole, the appropriate form of the input
blob in the optimizing is PK-blob which randomly samples P identities and K images
for each identity. Although it is expected to set a large value for P and K , it is limited by
the capacity of GPU. So the scale of the blob, i.e. P and K should be carefully selected.
In our experiments, we fix the size of a blob (P × K) to be 108. By set K to be 18, 12,
9, 6, 3 and 2 respectively, we investigate the influence to the results of K and explore the
balance between K and P . We conduct them on the Market1501 dataset, and the results are
illustrated in Table 1. From it, it can be seen that the best results are achieved when K is set
to be 6 and P is 18. We argue the best balance is achieved at this setting when the batch size
is set to be 108.

Moreover, it is noticed that a large performance decreasing can be found when P is larger
or smaller, especially when K = 18 and K = 2. When K is set to be a larger value, P will
be smaller. Then it may cause large distractions introduced by the large mini-cluster and the
insufficient negative images. For example, when setting K to be 18, almost all the images
of the same identity could be involved in a blob. For those classes without outliers, the inner
divergence can well represent the mini-cluster. However, if the outliers are existed, it may
draw the whole cluster to fit the outlier and result in an indistinct feature embedding. On
the other hand, the small negative classes would lead to a weak outer divergence and then a
zero loss in the later period of the optimization. It could generate an under-fitting model. On
the contrary, the smaller K easily leads to a local inner divergence and then a suboptimal
performance. So, in the following experiments, we set K to be 6 and P to be 18.

4.3 Progressive training strategy

Based on the keep observation on many training processes, it is found that it is easily col-
lapsed in the early period of the optimization for models with the mini-cluster loss no matter
how small of the learning rate. We analyze it is because that in the early period of the opti-
mization, both the inner divergence and the outer divergence make no sense. Only when
the feature embedding is elementary ordered, the mini-cluster loss would tap its potential
in the training. So we apply a strategy of progressive training which is 2-phase training. In
the first phase, we train the model by the triplet loss with the batch hard sampling defined
in [9]. And then in the second phase, fine-tune the pre-trained model in the first phase. In

Table 1 Balance between K and P in a blob

Batch construction mAP rank-1 rank-2

K = 18 / P = 6 65.23 81.77 87.23

K = 12 / P = 9 71.17 85.75 90.29

K = 9 / P = 12 72.06 85.72 90.65

K = 6 / P = 18 72.44 87.05 90.97

K = 3 / P = 36 70.32 85.78 89.96

K = 2 / P = 54 69.60 85.33 90.14

These experiments are conducted on the Market1501 dataset. The size of blob is fixed as 108. By setting K

to be a defined value, P is got by computing 108 divided by K. The best results are shown in bold
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our experiments, the general iteration number is set to 25,000 where the first 1000 itera-
tions are trained by the method of [9] and the remaining 24,000 iterations are trained by the
proposed mini-cluster loss.

4.4 Comparison with state-of-the-art methods

In Table 2, we compare our proposed method with several recent state-of-the-art works on
both Market1501 and DukeMTMT-reID dataset. There are traditional methods and deep
learning methods compared. The first two methods are traditional methods. Among them,
DNS [40] designs a closed-form solution to make the images of the same person collapse
into a single point while maximizing the relative between-class separation for solving the
small sample size problem. And SSM [1] is a manifold-based affinity learning method for
ReID. Methods of the next part of the Table 2 are deep ReID frameworks. For instance,
Resnet+OIM [35] conducts the pedestrian detection and the identification task jointly
by optimizing the online instance matching loss. Latent Parts [14] learns the localize
deformable pedestrian parts first and then learns the context-aware features by integrating
the learning of the full body and local parts in a united framework. Moreover, AACN [36]
introduces pose and attention information to the deep framework. Besides these, another 2
methods aggregate the training samples using generative adversarial network (GAN), which
areVerif-Identif.+LSRO [47] and dMpRL. Especially, Triplet+Batch hard [9] uses batch
hard sampling method and soft margin triplet loss to learn the embedding which is most
related with ours.

Table 2 Comparisons of our method with several state-of-the-art methods on both Market1501 and
DukeMTMC-reID

Method Market1501 SQ Market1501 MQ DukeMTMC-reID SQ

mAP rank-1 mAP rank-1 mAP rank-1

DNS [40] 35.68 61.02 46.03 71.56 – –

SSM [1] 68.80 82.21 76.18 88.18 – –

Resnet+OIM [35] – 82.10 – – – 68.10

Latent Parts [14] 57.53 80.31 66.70 86.79 – –

P2S [48] 44.27 70.72 55.73 85.78 – –

Multi-scale [17] – 45.10 – 55.40 – –

Embedding [46] 59.87 79.51 70.33 85.84 – –

JLML [15] 65.50 85.10 74.50 89.70 – –

SVDNet [25] 62.10 82.30 – – 56.80 76.70

Verif-Identif.+LSRO [47] 66.07 83.97 76.10 88.42 47.13 67.68

AACN [36] 66.87 85.90 75.10 89.78 59.25 76.84

dMpRL [10] 67.53 85.75 77.85 89.88 58.56 76.81

Triplet+Batch hard [9] 69.14 84.92 76.42 90.53 – –

Mini-cluster(ours) 72.44 87.05 78.17 91.15 60.19 77.20

For experiments on Market1501, we conduct testing of single query(SQ) and multiple query(MQ). And on
DukeMTMC-reID, just testing of single query is conducted. The mAP and the match accuracy at rank-1 are
listed. We emphasize the best results of comparisons with the underline in every part and show our results in
bold
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As it can be seen that our proposed method shows better performances compared with all
the above methods on both large-scale datasets. Especially, our method improves the mAP
score from 69.14% [9] to 72.44% and improves the rank-1 accuracy from 85.90% [36] to
87.05% on the Market1501 dataset at the single query mode. And at the multiple query
model, there is a slight improvement compared with the best results. On the DukeMTMC-
reID dataset, there is nearly a 1% performance improvement compared with 59.25% [36]
at mAP. It is noted that compared with [9] which is closely with our method, there is about
average 2.50% improvement of the mAP score on the Market1501.

It is mentioned above that our method is motivated by or close with some deep learning
methods. However, no available published results achieved from them on the 2 large-scale
datasets can be found, or it was conducted under different experimental settings. So, for
better and fair comparisons, we conduct 5 groups of the related experiments under the same
setting as ours, which are listed in Table 3. Concretely, we re-implement the triplet loss
with random sampling, batch all sampling and batch hard sampling, the quadruplet loss and
the lifted structure loss. All the experiments are trained on the pre-trained ResNet50 model,
and the forms of the input blobs are PK-blob where P is set to be 18 and K is be 6. For
the triplet loss, we use the form of soft-margin as is done with [9] and ours. And for the
quadruplet loss [4] (3), we set the two margins to be 1.0 and 0.5 respectively. Among these
5 methods, the Triplet+Batch hard(18 × 6) achieves the best results. And compared with
the results published in [9] which are listed in Table 2, there is more than 2% improvement
of the mAP score under the single query mode. And the single difference is applying a
different blob construction with [9], which again illustrates that the balance between P and
K is important for the performance improving.

Moreover, compared with these 5 methods, our method shows a higher performance.
Especially on the DukeMTMC-reID dataset, it improves 55.75%mAP achieved by the batch
hard method to 60.19% and 73.61% rank-1 accuracy to 77.20%. The better performance
implies that the mini-cluster loss is an effective method for person ReID. However, it should
be clarified that the delightful performances of the mini-cluster loss are achieved just on
the large-scale person ReID datasets, we are not sure whether it is effective for the other
applications which should be tested on.

Table 3 Comparisons with some methods closely related with our method on the Market1501 and
DukeMTMC-reID dataset

Method Market1501 SQ Market1501 MQ DukeMTMC-reID SQ

mAP rank-1 mAP rank-1 mAP rank-1

Triplet+Random sampling 52.75 70.46 58.45 77.75 50.55 68.90

Triplet+Batch all [6] 68.26 83.82 74.61 89.10 53.58 73.11

Triplet+Batch hard(18 × 6) [9] 71.62 86.22 77.59 91.00 55.75 73.61

Quadruplet [4] 68.64 82.96 74.90 88.33 55.35 73.11

Lifted structure [19] 70.31 85.63 76.23 90.38 54.80 72.89

Mini-cluster(ours) 72.44 87.05 78.17 91.15 60.19 77.20

For experiments on Market1501, we conduct testing of single query(SQ) and multiple query(MQ). And on
DukeMTMC-reID, just testing of single query is conducted. The mAP and the match accuracy at rank-1 are
listed. We emphasize the best results of comparisons with the underline and show our results in bold. Note
that we re-implement all these methods and the results are achieved under the same setting

Multimedia Tools and Applications (2019) 78:21145–2116621156



For further qualitatively investigating the performance of our method, we illustrate a
small part of the Barnes-Hut t-SNE [26] of the learned embedding for the Market1501 test
set including the query images and the gallery images in Fig. 4, and show some ranked
gallery image lists generated by our method in Fig. 5. From Fig. 4, it can be seen that the
meaningful feature embedding is learned by our method. Especially, from Fig. 5, we can
clearly observe that these top ranked images are all similar with the query image in the
appearance. For those mismatched images, we also find they are dressed in the similar cloth-
ing or take the similar backpack. It should be noticed that the color and the global feature
can be well abstracted by our method, but the local features about the detail information of
an image are not well captured.

4.5 Discussion

In Tables 2 and 3, it can be seen that the batch hard triplets mining method [9] shows a better
performance compared with others. So, based on the batch hard method proposed by [9],
we conduct experiments on the Market1501 dataset for exploring the informative ability of
the positive pairs and negative pairs with different hard levels and explain why the inner
divergence and outer divergence are an appropriate representation for a mini-cluster.

For better understanding the setting of the experiments, we show a toy example in Fig. 6.
With the batch hard method shown in Fig. 6b, a hardest positive and a hardest negative are
selected for each image. And there will generate K triplets for each mini-cluster and PK

triplets for the whole blob. For better conducting the analysis, we define two types of hard
levels for the triplets which are hard levels on the positive pairs and those on the negative

rank:1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20AP(%)

68.7

42.6

6.3

91.7

39.1

7.5

74.3

71.9

19.0

97.6

Fig. 5 Ranked gallery image lists generated by our method for some query images chosen one every 50 from
the Market1501 query subset of the test set. There are 10 gallery image lists shown. And in every row, the
beginning is the AP(Average Precision) score for the query which is the first image and the following right
part is the ranked gallery image list. Due to space constraints, only the first 20 ranked gallery images are
chosen here. The matched images are in the green border and the mismatched ones are in the red border
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positive
hard level

pos11

pos12

pos13

pos14

pos21

pos22

pos23

pos24

pos31
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pos34

negative
hard level

neg11

neg12

neg13

neg14

neg21

neg22

neg23

neg24

neg31

neg32

neg33

neg34

Fig. 6 Toy examples for understanding the impact of pairs with different hard levels to the ReID perfor-
mance. aOur proposed mini-cluster loss. b Batch hard triplets sampling. c The sorted triplets of (b) according
to the hard level of the positive pair in a triplet among each mini-cluster. d The sorted triplets of (b) accord-
ing to the hard level of the negative pair in a triplet among each mini-cluster. For each sub-figure, there are
two parts are included. The right part is a distance matrix, and the left is the selected positive and negative
pairs in a batch. For (b)–(d), the hardest positive and hardest negative are selected for every anchor image in
a batch. That is, the selected positive pair and the negative pair own the same anchor image in (b)–(d). How-
ever for (a), only 1 hardest positive pair and 1 hardest negative pair are chose in a mini-cluster and they may
have the same anchor image or not. The selected positives are shown in green, and the selected negatives are
shown in purple. And in (c) and (d), we mark the selected pairs by different shades of green or purple. The
darker the color, the harder the pair is

pairs in Fig. 6c–d. Based on this, we conduct 4 groups of experiments on 4 triplet sets of
different hard level, which are pos-hard-m, neg-hard-m, pos-easy-m, neg-easy-m. By setting
an increasing m, we analyze the impact of the added triplets to the performance.

Specifically, for the hard levels on the positive pairs (Fig. 6c), we first sort the K triplets
in each mini-cluster in the descending order according to the distance of the positive pairs.
Then we sample the first m(m = 1, 2, · · · , K) triplets from every mini-cluster and the
selected m × P triplets are sent to the triplet loss layer. We represent this group of exper-
iments as pos-hard-m= {posij |i = 1, · · · , m, j = 1, · · · , P }. And if we sample the last
m(m = 1, · · · , K) triplets from every mini-cluster, this group of experiment is represented
as pos-easy-m= {posij |i = K, · · · ,K − m + 1, j = 1, · · · , P }. Similar with those, we
first sort K triplets in each mini-cluster in the ascending order according to the distances of
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Table 4 Performance of the selected triplets from different hard levels on the Market1501 dataset

m pos-hard-m pos-easy-m neg-hard-m neg-easy-m

mAP rank-1 rank-2 mAP rank-1 rank-2 mAP rank-1 rank-2 mAP rank-1 rank-2

1 71.69 86.34 90.91 65.05 82.45 87.98 71.58 86.76 90.88 65.42 81.77 87.68

2 71.75 86.93 90.97 67.47 83.34 88.33 71.98 87.14 90.88 67.56 83.76 88.90

3 71.47 86.67 90.47 69.56 85.57 90.08 71.99 86.91 90.41 68.77 84.47 89.52

4 71.59 87.11 91.21 70.88 86.25 90.88 71.61 86.19 90.97 69.07 85.07 90.38

5 71.94 87.11 91.12 71.74 86.85 91.03 71.07 86.02 90.38 70.28 85.45 90.32

6 71.62 86.22 90.91 71.62 86.22 90.91 71.62 86.22 90.91 71.62 86.22 90.91

For each group of experiments, the mAP and the match scores at rank-1 and rank-2 under the single query
are listed

the negative pairs (Fig. 6d), and then sample the first or last m triplets. These two groups of
experiments are represented as neg-hard-m= {negij |i = 1 · · ·m, j = 1, · · · ,K} and neg-
easy-m= {negij |i = K, · · · ,K − m + 1, j = 1, · · · , P }. Since K is 6 and P is 18 in our
experiments, we also apply this setting in these 4 groups of experiments.

The results of the 4 groups of experiments are listed in Table 4 and shown in Fig. 7. As
we have known, for pos-hard-m, we gradually add a triplet with positive pair of next hard
level to the training set for a mini-cluster with m increasing 1. From Table 4, it can be seen
that even if m is 1, that is, just 1 triplet is selected in a mini-cluster, we also achieve very
competitive results. And with m increasing, there is no evident performance improvement.
Similar character can be found in the columns of neg-hard-m. It illustrates that the hardest
positive and negative pair in a mini-cluster play very important roles for the optimization
and those sub-hard positives and negatives may not bring a large performance improvement.
However, the performances in the columns of pos-easy-m and neg-easy-m are almost pro-
gressively improved with m increasing. This means it could bring significant performance
improvements by gradually introducing the harder positives or harder negatives of a mini-
cluster to the training samples. Based on this, we speculate that both the hardest positive
pair and the hardest negative pair in a mini-cluster are very important for the model train-
ing. This finding lays the foundation of our mini-cluster as shown in Fig. 6a. As we have
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Fig. 7 The performance change with m increasing
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introduced above, we define the distance of the hardest positive pair and the hardest nega-
tive pair as the inner divergence and outer divergence respectively. And the inner divergence
and outer divergence can be used to characterize a cluster. If a cluster has a small inner
divergence and a large outer divergence, that means a small intra-class variance and a large
inter-class variance. And keeping the outer divergence larger than the inner divergence in
the training, it would help to generate an embedding with more compact clusters and more
separation between clusters.

5 Conclusion

In this work, we proposed a novel loss objective called mini-cluster loss for the person ReID
task. Instead of considering samples in a blob separately, the proposed loss regards images
of the same person in a blob as a mini-cluster and treats them as a whole in the training. For
each mini-cluster, we define 2 concepts which are the inner divergence and the outer diver-
gence to characterize a mini-cluster. By keeping the outer divergence larger than the inner
divergence, the mini-cluster loss could learn a feature embedding with small intra-class
variances and large inter-class variances. Moreover, we apply a progressive strategy to train
our models. Extensive experimental results on both large-scale datasets (Market1501 and
DukeMTMC-reID) clearly demonstrate the effectiveness of the proposed mini-cluster loss
for person ReID. However, although our method can well capture the color and the global
feature, the local features about the detail information of an image are not well obtained.
We think that our method combined with the local feature extracted by using attribute infor-
mation can largely improve the ReID performance. Meanwhile, we also notice that if there
are just a small count of images for an identity in a ReID dataset, the proposed mini-cluster
loss will not well reach its potential performance. Future work should be aimed at break-
ing through this limit by generating more images of an identity by using GANs(Generative
Adversarial Networks).
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