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Abstract
This paper presents a new blind image watermarking scheme using binary decimal sequence
(d-sequence) and lifting wavelet transform (LWT) for copyright protection. The core idea is
to produce a d- sequence based on random number generator (RNG) algorithm and secret
keys. A reference set is then generated using the d-sequence for embedding purpose. For
embedding, the host image is decomposed into different frequency bands using the LWT
and watermark bits are then embedded in selected band, considering the reference set. The
extensive experimental results, comparative and security analysis demonstrate the better
robustness of the proposed scheme against different kind of attacks.

Keywords Image watermarking · Binary d-sequence · Lifting wavelet transform (LWT) ·
Random number generator (RNG)

1 Introduction

In recent years, due to the advance development in multimedia and communication
technologies, the transmission of digital data such as image, audio and video increases
extensively over the internet. At the same time, modification, duplication and copying
of multimedia data became easier due to the wide availability of inexpensive and easily-
operable software tools. Consequently, the issues regarding content integrity, copyright
protection and authentication receive substantial attention by the researchers. Therefore, the
techniques like digital watermarking [9], data encryption [27] and multimedia hashing [24]
have been emerged as the promising solution for these issues. Digital watermarking is a
process in which the message of ownership information will be hided in the multimedia
host signal. This message of ownership information is called the watermark whereas mul-
timedia signal is called the cover data. The watermarking should be done in a way that the
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watermarked image should be perceptually similar to the host media and robust enough
against common signal/image processing and geometric manipulations.

The watermarking techniques are mainly categorized into two groups: (1) Spatial domain
and (2) Transform domain techniques. The spatial domain techniques [16, 23, 31] are sim-
ple in structure but preserve limited robustness against different kind of attacks. In contrast,
transform domain techniques [1–3, 5–7, 11, 12, 25, 26] are complex in structure but pre-
serve better robustness and hence gaining popularity in comparison of the spatial domain
techniques. The transform domain techniques include the usage of discrete cosine transform
(DCT) [3, 11, 12, 25], discrete fourier transform (DFT) [7] and discrete wavelet trans-
form (DWT) [1, 2, 5, 6]. Geometric attacks are one of the major challenges in the digital
watermarking as these attacks are simple and easy to implement and destroy the structural
information of the image which in results destroy the embedded watermark. Therefore, sev-
eral schemes have been proposed to improve the robustness. On the contrary, security has
got less attention in the comparison of robustness. The main difficulty is that robustness
and security are closely related to each other, which are hardly perceived as different. The
robustness deals with data fidelity that arise due to the various image or signal processing
operations. On the other hand, security is considered as the issue of intentional attacks in
digital watermarking. However, a watermarking technique may be robust without a proper
security requirement [4]. Therefore, security is an important issue in watermarking system
and can be solved by adopting spread spectrum modeling/process [20]. Spread spectrum is a
secure military communication process which developed for combating interference due to
the jamming problem. This technique is also used to hide a signal by transmitting it at low
power. Therefore, spread spectrum based watermarking techniques are very popular due to
its distinguishing features [14].

Lin et al. [18] proposed a robust watermarking scheme based on distortion tolerance.
This proposed scheme has the ability to prevent the quality of the watermarked image
against several distortions. But, the associated watermarking framework is implemented in
the single-bit spatial domain which leads to less robustness against geometric and noisy
attacks. In [15], the authors have proposed a watermarking scheme based on spread spec-
trum technique in which copyright information in the form of binary image is embedded in
the host image. In the embedding process, the watermark information is embedded using
the pseudo-random (PN) sequence. The performance of the scheme is analyzed based on
varying gain factor, sub-band decomposition and robustness. The main drawback of this
scheme is not secure for filtering operation and the geometric attacks like image cropping.
Wang et al. [30] present an adaptive watermarking scheme in DWT domain. In this scheme,
the host image is decomposed to third level wavelet coefficients and selected coefficients
are then categorized into Set Partitioning in Hierarchical Trees (SPIHT), followed by bit-
plane decomposition. Then, a binary watermark is embedded into selected bit plane suing
adaptive watermark embedding strength.

In recent years, many watermarking schemes based on conventional wavelet transform
have been proposed. The conventional wavelet transform gives better performance than the
classical wavelet transform because of its multiresolution property and perfect reconstruc-
tion. The main demerit of the classical wavelet transform is its high computational load
which results in high memory storage requirement. A new variety of transform, namely
lifting wavelet transform (LWT) is developed by improving the efficiency of wavelet trans-
form. In the comparison of the traditional wavelet transform, the lifting scheme has some
unique properties. One important feature of LWT is that all constructions are derived in
the spatial domain. As a result, it does not require extensive mathematical calculation as
required in traditional methods. Another major advantage is that LWT scheme required less
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memory space in the comparison of conventional wavelet transform as the convolution-
based implementation leads to high computational cost and memory requirements. Apart
from this, LWT provide good performance in digital watermarking in the comparison of
traditional wavelet transform [17].

In view of above discussion, a new watermarking technique based on recursive random
number generator (d-sequence) is investigated under lifting wavelet domain. A set of secret
keys are used to generate a d-sequence and this sequence is then used to produce a refer-
ence set consisting the different sequences of the similar length. The shift function with the
appropriate shift is used to obtain the reference set. For embedding, the host image is first
transformed into sub-bands via lifting wavelet transform and scrambled binary watermark
bit is embedded into the selected sub-band with the help of the reference set. The modi-
fied transformed coefficients of the sub-bands is used to produce the watermarked image
using the inverse lifting wavelet transform. In contrast, a correlation vector and a threshold-
ing process are estimated to extract the watermark. The experimental results shows that the
proposed techniques have good robustness against a variety of attacks

The rest of the paper is arranged as follows: Section 2, provides the detailed overview
of Arnold transformation, lifting wavelet transform and decimal sequence. In Section 3, the
proposed watermark embedding and extraction process is explained thoroughly followed by
experimental results and analysis in Section 4. Section 5 presents the security analysis of
the simulated results. Finally, the conclusion is presented in Section 6.

2 Preliminaries

This section provides the basic overview of Arnold transformation, Lifting wavelet trans-
form and decimal sequences. The brief description of these terminologies are given
below:

2.1 Arnold transformation

Arnold transformation is a two-dimensional map which essentially used to scramble the
given image. In image scrambling process, the original pixel position is encoded by a new
position based on an iterative process. Let F̂ = {(u, v)|u, v = 0, 1, 2, ..., N − 1} denote the
original image of size N × N , then the Arnold transform [28] can be defined as follows:[

un

vn

]
=

[
1 a

b 1 + ab

] [
un−1
vn−1

]
mod N (1)

where un and vn represent the transformed coefficients with respect to original values un−1
and vn−1 after nth iterations. Also, the parameter a and b are positive and belong to the set
of real numbers. The Arnold transformation changes the position of (u, v) several times and
after t th iteration it returns to original position. The value of t is called the period of the
transformation. The iterative process breaks the correlation between the image pixels and
after few iterations the pixels bears no correlation in the transformed image. The working
mechanism of Arnold map is depicted in Fig. 1.

2.2 Lifting wavelet transform

Wavelet transform is an important mathematical technique which provides an effective solu-
tion to the various problem related to the study of non-linear process and signal analysis.
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Fig. 1 Working process of arnold transformation

Recently, many version of wavelet transform have been proposed in the literature. The
conventional wavelet transform using convolution-based implementation has high compu-
tational and memory requirements. To overcome these drawbacks, lifting wavelet transform
have been developed [10]. The lifting scheme provides a versatile approach for the construc-
tion of the bi-orthogonal wavelets. The basic principle of this scheme based on wavelets
and filter bank theory. In the lifting scheme, the performance of wavelet and its dual is
improved to meet the basic requirement of the practical applications, with maintaining the
bi-orthogonality of the wavelets. In addition, the lifting wavelet transform preserves the bet-
ter spatial and spectral localization in comparison to the traditional wavelet transform. The
lifting wavelet transform comprises three steps namely split, predict and update. These steps
can be described as given below [29]:

1. Split: The input signal z(n) is split into two usual components with no common ele-
ments. These components can be represented by even series Ze(n) and odd series
Zo(n).

Ze(n) = Z(2n),

Zo(n) = Z(2n + 1), s.t . Ze(n) ∩ Zo(n) = φ. (2)

2. Predict: Both the samples Ze and Zo are created by splitting the signal, so there exists
a close correlation between them. Hence, odd samples can be predicted by keeping
unchanged the even samples. Firstly, a predicted operator P is applied on the even sam-
ples Ze(n) and then the difference between the predicted values P [Ze(n)] and Zo(n)

turns out results as the detail signal. Mathematically,

d(n) = Zo(n) − P [Ze(n)] (3)

where predictor operator (P ) modifies the high-frequency detail signal and represent
the wavelet coefficients in d(n).

3. Update: An update operator U is finally applied on the signal d(n) and then even
sample Ze(n) is modified by the updated detail signal U [d(n)]. The update process is
given as follows:

c(n) = Ze(n) + U [d(n)] (4)

where c(n) correspond to the low-frequency component of the original signal. One
lifting process of the considered signal can be accomplished by the above three steps.
The complete lifting scheme is illustrated in Fig. 2. In contrast, for visual perception, the
decomposition of cameraman image corresponding based on lifting scheme is shown
in Fig. 3.
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Fig. 2 Lifting wavelet decomposition and reconstruction

2.3 Decimal sequence generation

Decimal sequences exhibit good correlation property such as auto-correlation and cross-
correlation and therefore used in many practical applications which are using pseudo-
random sequences. A decimal sequence can be produced by considering a positive integer
number when it expresses in a decimal representation with respect to some base r̂ .
Mathematically, a binary d-sequence can be produced with base r̂ = 2 as follows.

a(j) = {2j mod q} mod r̂ j = 1, 2......q − 1, (5)

where q denotes a prime number. In [19], authors introduce a non-linearity in the generation
process of binary d-sequence by adding more than two different binary d-sequences using
a sequence of prime numbers q1, q2.......qn as follows.

a(j) = {2j mod q1} mod 2 ⊕ {2j mod q2} mod 2 ⊕ {2j mod q3} mod 2.... (6)

where ⊕ denote the modular addition operation. A new decimal sequence is then generated
using the recursion in the above approach as follows:

a(j) = {(sj mod q11 + sj mod q12 + .... + sj mod q1n)
k mod q21} mod 2 ⊕

{(sj mod q11 + sj mod q12 + .... + sj mod q1n)
k mod q22} mod 2 ⊕ .......

....{(sj mod q11 + sj mod q12 + .... + sj mod q1n)
k mod q2m} mod 2.

(7)

1-Level

LWT

Fig. 3 First-level lifting wavelet decomposition of an image and corresponding different sub-band
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where s and qij are prime numbers and s represent the initial seed for the decimal sequence
generation.

3 Proposed framework

In this section, the main mechanism of watermark embedding and extraction process have
been discussed. The host image is first decomposed using lifting wavelet transform and
then binary watermark bit is embedded in one of the sub-band of host image using some
secret keys. The inverse process is finally employed to reconstruct the watermarked image
from the modified coefficients. For watermark extraction the original and watermark images
are not required as the algorithm is blind. The block diagram of the proposed technique is
described in Fig. 4 and the whole process is summarized as follows.

3.1 Watermark embedding process

Let F and W represent the host and watermark images of size M×N and m×n respectively.
Then, the embedding process can be given as follows:

1. Perform �-level lifting wavelet transform on the host image. Let Fθ
� denotes the sub-

bands of the image, θ ∈ {LL, HL, LH, HH }.
2. Obtain the scrambled watermark W ′ using the Arnold transformation (as described in

Section 2.1) on the watermark W .
3. Select the secret keys by considering the seed value s and other keys {q11, q12, ....q1n}

and {q21, q22, ....q2m} such that {qij |1 ≤ i, j ≤ m, n} are co-prime.
4. Obtain a binary d-sequence Dseq based on above keys as describe in Section 2.3.
5. Generate a reference set of decimal sequences from the decimal sequence Dseq using

shift function SF with appropriate sift.

Sk = SF {Dseq}
RF k = [Sk|k = 1, 2......m × n] (8)

Seed

RNG
Decimal
Sequence

Reference
Set Watermark

AT

Host
Image

Selected
Sub-band

Watermarked
Image

Modified
Sub-band

Scramble
Watermark

L-level
LWT

L-level
Inverse
LWT

Fig. 4 Block diagram of proposed scheme
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6. Obtain a Reference Set (S ′) using the scrambled watermark (W ′) and reference set

S′(x, y) =
L∑

i=1

W ′(x, y) ∗ RF i =
⎧⎨
⎩

∑
i

RF i , if W ′(x, y) = 0

1, otherwise
(9)

7. Embed the reference set in the low-frequency sub-band (FLL
� ) to get watermarked sub-

band Fw
LL
� as follows.

Fw
LL
� = FLL

� + α ∗ S′ (10)

where α gives the strength for the embedding.
8. Perform �-level inverse lifting wavelet transform to get the watermarked image.

3.2 Watermark extraction process

The main objective of the watermark extraction is to verify the ownership by estimating the
watermark, For which watermark and host images are not required. The extraction process
can be summarized as given as follows:

1. Perform �-level lifting wavelet transform on the possibly attacked image. Let each sub-
band of watermarked image denote by Fwθ

� (i, j).
2. Consider the same secret keys s and generate the reference set RF as described in steps

3-4 of the embedding process.
3. Obtain a vector C, of the correlation coefficients between the selected watermark sub-

band and reference set RF .
4. (a) Let L be the length of the vector C, i be the index and Ci be the corresponding

value in the vector C. If, the frequency of ith index value in the vector is γ , then
the probability of occurrence of Ci is given as

P(Ci ) = γ

L
(11)

(b) The average of vector C is given as:

μ =
L−1∑
i=0

i ∗ P(Ci ) (12)

(c) Let the values of vector C is divide into two classes by a threshold z such that
C1 = {0, 1, 2......z} and C2 = {z + 1, z + 2.......L − 1}. then probability of two
classes are:

P(C1) =
z∑

i=0

Pi and P(C2) =
L−1∑

i=z+1

Pi (13)

(d) The mean of class C1 and C2 is given by

μ1 =
z∑

i=0

i ∗ Pi

P (C1)
and μ2 =

L−1∑
i=z+1

i ∗ Pi

P (C2)
(14)

(e) The between-class σBet variance can be given as

σ 2
Bet = P(C1) ∗ (μ1 − μ)2 + P(C2) ∗ (μ2 − μ)2 (15)

(f) The optimal threshold value is the maximum of between-class variance as:

Topt = max(σ 2
Bet ) (16)
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5. Construct a binary sequence BSeq as given:

BSeq(i) =
{

1, if C(i) ≥ Topt

0, otherwise
(17)

6. Stack binary sequence BSeq into the array of size m × n to get the extracted watermark
Wext .

4 Results and discussions

The performance of the proposed scheme is measured using the MATLAB platform by
considering different kind of attacks. Four standard gray-scale images namely Cameraman,
Boat, Eline and Jetplane of size 512 × 512 are considered as the host image. For the binary
watermark, different synthetic images having symbols of size 16 × 16 are considered as the
ownership signature. The host and watermark images with corresponding resultant images
( including watermarked and extracted watermarks ) are shown in Fig. 5. Form the figure, it
can be observed that there is no perceptual distortion in the watermarked image. The quality
of watermarked image depends on the value of α. In principle, if the value of α is decreased
then the image quality will be enhanced while increasing the value of α will degrade the
image quality. Therefore, α=0.45 is selected as an optimal value for the proposed scheme.
The original image is decomposed with daubechies filter coefficients and then the water-
mark bits are embedded with aforementioned payload factor. In the proposed scheme, the
secret keys are subjected to the following prime numbers s = 2, q11 = 17, q12 = 19,
q22 = 29 and q21 = 31.

The feasibility of the proposed scheme is investigated against various image attacks such
as Gaussian noise addition, salt & pepper noise, speckle noise, resize, histogram equal-
ization, sharpening and contrast adjustment and JPEG compression. The watermark logo
is extracted from the distorted watermarked image and then extracted binary watermark

Fig. 5 a, e, i, m Host images, b, f, j, n Watermark images, c, g, k, o Watermarked images, d, h, l, p Extracted
watermarks
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is compared with the original watermark using correlation coefficients and bit error rate.
Mathematically, the correlation coefficient (ρ) is given as follows:

ρ(ω, ω̄) =

∑
i,j

(ω(i) − μω)(ω̄(i) − μω̄)

√∑
i,j

(ω(i) − μω)2
√∑

ij

(ω̄(i) − μω̄)2
(18)

where ω and ω̄ denotes the original and extracted watermark images while μω and μω̄ are
their respective mean. The value of ρ lies between -1 and 1. If the value of ρ is nearly
close to one then it implies that extracted watermark is strongly correlated with the original
watermark. In contrast, if the ρ is close to zero then it shows the weak correlation for the
extracted watermark. Another objective metric, bit error rate (BER), is also employed to
measure the performance of the proposed scheme. Mathematically, The BER can be defined
as follows:

BER = CB

m × n
× 100% (19)

where m × n denote the size of the watermark image and CB represent the number of
error bits. Lower values of BER define the closeness between the original and retrieved
watermark. The BER and normalized correlation is computed between the original and
extracted watermark logo as illustrated in Table 1. From the table, it can be observed that
maximum correlation and lower bit error rate is achieved corresponding to gain factor four
and five respectively. Hence, gain factor is greater than 0.40 for the proposed technique.

4.1 Imperceptibility of the proposed scheme

The term ‘imperceptibility’ is used for the perceptual transparency of a watermarking
technique. In other words, this refers the amount of embedding information that altered
the perceptual image quality. The image quality refers to the the closeness or similar-
ity between the original and watermarked image. In this work, the Peak Signal to Noise
Ratio (PSNR) and Feature Similarity Index (FSIM) are considered to evaluate the imper-
ceptibility objectively. On the other hand, the spectrum analysis is employed for subjective
evaluation. The mathematical procedure to evaluate imperceptibility can be described
as follows.

Table 1 Bit error rate and correlation coefficients of extracted watermarks at different gain factor

Image Gain Factor=0.3 Gain Factor=0.4 Gain Factor=0.5 Gain Factor=0.6

NC BER NC BER NC BER NC BER

Cameraman 0.9484 0.0156 1.0000 0.0000 1.00 0 1.00 0

Boat 0.7593 0.1094 0.9515 0.0156 1.00 0 1.00 0

Eline 0.8150 0.0742 0.9881 0.0039 1.00 0 1.00 0

Jetplane 0.8934 0.0391 0.9383 0.0195 1.00 0 1.00 0
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Table 2 Imperceptibility of host images at different gain factor

Image Gain Factor=0.3 Gain Factor=0.4 Gain Factor=0.5 Gain Factor=0.6

PSNR FSIM PSNR FSIM PSNR FSIM PSNR FSIM

Cameraman 44.2083 1.00 41.7096 1.00 39.771 1.00 37.1877 1.00

Boat 42.4812 1.00 39.9824 1.00 38.0442 1.00 36.4606 1.00

Eline 42.0000 1.00 39.3040 1.00 37.3658 1.00 35.7822 1.00

Jetplane 43.6952 1.00 41.1964 1.00 39.2582 1.00 37.6746 1.00

4.1.1 Objective evaluation

1. PSNR: The PSNR is the ratio between the maximum possible power of a signal and
the power of corrupting noise. The PNSR between the host (C) and watermarked image
(CW ) is calculated by the following equation.

PSNR(C, CW ) = 10 log
2552

1
M×N

∑M
i=1

∑N
i=1[C(i, j) − Cw(i, j)]2

(20)

The higher value of PNSR leads to the better similarity between host and watermarked
image.

2. FSIM: The FSIM is designed to measure the image quality based on the human visual
system. It utilizes the phase conjugacy and gradient magnitude to estimate the local
features and contrast of the image. Mathematically, FSIM is defined as follows:

FSIM(C, CW ) =

∑
(i,j)∈


SL(i, j)PC(i, j)

∑
(i,j)∈


PC(i, j)
(21)

where PC(i, j) = max [PCI (i, j), PCIw
(i, j)]

where SL(i, j) define the local similarity at location (i,j) in region 
. The principle
range of FSIM is [0,1]. The higher values of FSIM leads to greater similarity between
the images. The FSIM and PSNR values of experimental images are depicted in Table 2.

4.1.2 Subjective evaluation: spectrum analysis

Spectrum analysis is one way to identify the relative quantities of different frequencies level
present in an image. For this purpose, the frequency distribution of original and watermarked
images are compared using amplitude spectra. The respective amplitude spectra of original
and watermarked images are shown in Fig. 6. These figures describe the most prominent

Fig. 6 Amplitude spectra of: a, c Host image, and b, d watermarked image
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effect by showing the peak in the middle, which reflects the highest narrow spectrum. In
principle, If the frequency distribution of the original and watermarked image is nearly close
then this indicates the scheme is said to be perceptually robust. The perceptual transparency
can be easily verified by Fig. 6a-d, where the amplitude spectra of the watermarked image
is identical to the original image.

4.2 Attack analysis

For the performance analysis, watermarked image is subjected to different kind of manip-
ulation including geometric operations. Noise addition is one of the main reason which
can degrade the quality of the image as well as hidden information in the host image. The
robustness of the proposed scheme is estimated by degrading the quality of the watermarked
image by the additive Gaussian noise (mean=0, variance=0.01). The attacked watermarked
and corresponding extracted watermark images are shown in Fig. 7a, e. Also, the effective-
ness of the proposed scheme has been tested against salt and pepper and speckle noise. The
salt and pepper noise may arise due to bit error during the transmission of an image from
one channel to another. On the other hand, speckle noise is referred as multiplicative noise
and mainly occurs due to the multiplication of random values and pixels of the imaging
system. The watermarked image modified with salt and pepper noise (noise density=0.01)
and speckle noise (variance=0.01) are shown in Fig. 7b, c and corresponding extracted
watermark are shown in Fig. 7f, g respectively.

The robustness of the proposed scheme is also evaluated against image sharpening and
contrast adjustment. In the watermarked image, sharpening is increased by 90% and con-
trast is increased by 100%. In addition, the robustness of scheme is also measured against
histogram equalization and gamma correction. The watermarked image is modified with the
gamma correction by increasing by the gamma value up to 5. The attacked images are shown
in Fig. 7d, i-k. The watermarks are extracted after these attacks are depicted in Figs. 7h,
m-o. From the figure, it can be observed that proposed scheme preserve good robustness
against these attacks.

The efficiency of the proposed technique is also evaluated against the geometric attacks.
Image resizing is one of the most common operation in image processing which is used to
fit the image into the desired size. This operation leads to information loss in watermark
image. In the experiments, the size of the watermarked image is firstly increased up to
three times and again scale down to its original size. The resized watermarked image and
extracted watermark are shown in Fig. 7l, p. Image cropping is another frequently used
image modification process which also lie in the category of lossy operation. In image
cropping, some of the area of an image is deleted or hided and as a result information loss
occurs. The 50% area of the watermarked image is cropped before extracts the watermark
image. The Cropped watermarked image and extracted watermark are shown in Fig. 7q, u.
Clearly, the extracted logo preserve a good correlation and perceptually quality. This shows
that proposed algorithm is robust enough against the cropping attacks.

Data compression is another common operation used in day to day life. Therefore, JPEG
compression (10%) is applied on the watermarked image and then extract the watermark.
Both compressed watermarked and extracted images are depicted in Fig. 7r, v. The effi-
ciency of proposed scheme is also measured using buttorworth high pass filtering with 7×7
filter and average blurring with same size of the kernel. The attacked images are shown in
Fig. 7s, t and and corresponding extracted watermark is shown in Fig. 7w, x. The proposed
technique is also tested against some other operations likes swirl, wrapping. The swirl and
wrapping are increased up to 35% and 70% respectively, in the watermarked image and
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Fig. 7 Demonstration of attacked image: a Additive gaussian noise (mean=0, var=0.01), b Salt & pepper
noise (noise density=0.01), c Speckle noise (var=0.01), d Sharpening (100%), i Histogram equalization, j
Contrast adjustment (100%), k Gamma correction (gamma=5), l Resizing (512→ 1536 → 512), q Cropping
(50% area), (r) JPEG compression (10%), s High pass filter (7 × 7), t Average blur (7 × 7), y Swirl (35 %), z
Wrapping (70 %), (a1) Row deletion (20), (a2) Image tempering, II, IV, VI, VII row shows the corresponding
extracted watermark images
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then the presence of the watermark is identified. The attacked images are shown in Fig. 7y,
z and the corresponding extracted watermarks are depicted in Fig. 7a3, a4. Also, robustness
of proposed scheme is also tested against the row/column deletion. For row/column dele-
tion, k rows are randomly deleted from the watermarked image. Finally, watermark logo is
also extracted from the tempered watermarked image. The row deleted and tempered water-
marked images are shown in Fig. 7a1, a2 and corresponding extracted watermark are shown
in Fig. 7a5, a6. The threshold values and correlation coefficients used in the watermark iden-
tification with the respective watermark attacks have been listed in Table 3. The efficiency
of the proposed scheme is further analyzed in terms of BER which is illustrated in Table 4.

4.3 Comparative analysis

In order to demonstrate the significant performance of the proposed scheme, the more elab-
orated performance comparison with the existing techniques proposed by Chen et al. [8],
Singh et al. [21], Singh and Kumar [22] and Hu et al. are given below. For comparison,
Cameraman and plus sign logo are considered to be host and watermark image. The detailed
comparison study is depicted in Table 5. From the table, it can be observed that the proposed
technique show better performance in comparison to the existing techniques. For high pass
filtering, the proposed techniques extract watermark up to 7×7 filter whereas the existing
techniques work well only for 3×3 filter. For noise addition, JPEG compression, resizing,
cropping, contrast adjustment and sharpen, the proposed method shows better results. For
additive Gaussian noise, salt & pepper noise, speckle noise, row deletion, wrapping and
swirl operation, existing and proposed techniques give almost similar performance.

The significant contribution of the proposed technique is to resist against cropping and
resizing attacks which existing techniques are not able to do. For cropping, the proposed
technique extracts the watermarks from 50% remaining area in the image whereas existing
techniques extract watermarks up to 30% remaining area. Similarly, the proposed tech-
nique extracts the watermark up to image resizing with scaled ratio 3.0 whereas existing
techniques extract up to 2.0 scaled ratio. However, for histogram equalization the proposed
scheme effective works in the compare to the others. For contrast adjustment, proposed
technique extracts watermark up to 100% while existing techniques extract watermark up
to 60 % decreased contrast. For image sharpening, proposed technique extracts watermark
up to 90 % whereas existing techniques extract watermark up to 65% increased sharpness.
Also, the watermark is extracted from the Gamma corrected image with parameter γ =5 for
the proposed technique and up to γ =3 with the existing techniques. The same conclusion
can be drawn from Table 6 wherein the average performance of the existing and proposed
techniques are illustrated in terms of BER. For this purpose, BER is determined between
original and extracted watermark images considering all the experimental images and the
average BER is used for comparative analysis. Table 6 essentially reveals that the proposed
technique out-performs existing techniques, which can also be observed by the obtained
minimum BER values for the proposed technique against different attacks. Therefore, from
the above analysis, it can be concluded that the proposed technique has better performance
than the existing techniques in terms of robustness and imperceptibility.

5 Security analysis

Security plays an important role in the watermark technique to resist the unauthorized
accesses. A robust watermarking technique cannot consider as the ideal one without perfect
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Table 4 Estimated bit error rate (BER) in watermark extraction

Distortions Cameraman Boat Eline Jetplane

No Attack 0.0000 0.0000 0.0000 0.0000

Average Blur (7 × 7) 0.0078 0.0277 0.0039 0.0667

High Pass Filter (7 × 7) 0.0039 0.0000 0.0000 0.0000

Histogram Equalization 0.0117 0.0000 0.0000 0.0000

Sharpening (increased by 90%) 0.0000 0.0000 0.0000 0.0000

Contrast Adjustment (decreased by 100%) 0.0195 0.0000 0.0000 0.0039

Gamma Correction (γ =5) 0.0039 0.0000 0.0039 0.0078

Resizing (512 → 1536 → 512) 0.0234 0.0156 0.0117 0.0820

Cropping (50% area) 0.0078 0.0430 0.1914 0.0156

Swirl (35%) 0.0586 0.1993 0.0269 0.1523

Wrapping (70%) 0.0352 0.0508 0.0273 0.0508

Row Deletion (20-R) 0.0000 0.0000 0.0039 0.0000

Image Tempering 0.1172 0.0109 0.0352 0.0781

JPEG Compression (10%) 0.0380 0.0273 0.0078 0.0391

Addition gaussian noise (mean=0, var=0.01) 0.0508 0.1719 0.1953 0.2206

Salt & Pepper Noise (noise density=0.01) 0.1211 0.0977 0.0898 0.0938

Speckle Noise (var=0.01) 0.1094 0.0971 0.0820 0.1414

security. The security of proposed the watermarking system is analyzed with the help of
key-space and sensitivity analysis.

5.1 Key space analysis

The key space is the collection of the all possible keys used in the process. To strengthen the
security, the key space Q should design in a way that it should be large enough to prevent
an intruder to access the information even after brute-force attacks. Therefore, the design of
key space is an important part of a watermarking system. In spread spectrum watermarking,
the seed value is used to generate a pseudo random sequence. Alternatively, the pseudo
random sequence may directly refer the seed value. However, this key space is not generic
and can be used for the technique similar to spread spectrum communication.

In the proposed technique, five keys are utilized to generate a binary decimal sequence
followed by the construction of the reference set consisting of a d-binary sequence of length
�. So, there are 2� binary d-sequences wherein all the sequence are not eligible for d-
sequence. For example, a binary sequence comprise of all zero or all one will not be a
suitable choice for d-sequence.

log2 |Q| = log2

(
�

�/2

)
�� − 1

2
log2 � (22)

From (22), it can be observed that the size of the key set is almost exponential and not
drastically reduced despite of the constraints. However, an attacker needs to estimate the
true binary d-sequence to break the security of a watermarking system. In practical, the
minimum normalized coefficients between attacker estimate and true binary d-sequence is
ρmin= 0.43 which is required to break the watermark security. Let P be the likelihood of
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Fig. 8 Correlator response between: a Decimal sequence with true key and 100 wrong keys, b Decimal
sequence with true key and 100 random binary sequences

the randomly selected binary d-sequence for the successful attack then the estimated value
is calculated as:

P =
∑

Kmin≤K≤�

(
�/2
K/2

)2

/

(
�

�/2

)
(23)

where

Kmin = 
�(ρmin + 1)/2� (24)

For ρmin = 0.43, the number of estimated bits are log2P ≈ −0.135 ∗ �. Therefore, an
attacker needs one of the 20.875�/

√
� suitable binary d-sequence among a set of 2�/

√
�, i.e.,

the search space is 20.135� for the watermarking system. Therefore, for a binary d-sequence
of length 3421, the key space is 20.135∗3421 ≈ 1.0622. × 10139, which is large enough to
resist against brute-force attack.

The performance of binary d-sequence is further evaluated using two different sets of
the binary sequences. The first set is generated considering 100 binary d-sequence using
wrong keys while the second set is the collection of randomly generated binary sequences
used in the watermarking. Both, small prime numbers as well as big prime numbers are
considered to generate binary d-sequences. The correlator correlator response is estimated
between binary d-sequence with true keys and set of binary d-sequence with wrong keys
respectively. In contrast, the correlator response is depicted in Fig. 8a. The performance
evaluation is extended to 100 binary random sequences. The correlator doctor response
between the random sequence and original binary d-sequence with true keys is determined
and shown in Fig. 8b. From both the figures, it can be observed that mostly correlation
values are lies between [1.5, 2.5] and [-0.03, 0.01] respectively, which essentially shows
weak The correlation between the original and sample sequence is very weak. Therefore,
binary d-sequence is highly secure and have a large key space.

Fig. 9 a Original watermark, b Scrambled watermark, c Reconstructed watermark, d Extracted with wrong
seed, e Extracted with wrong key q11, f Extracted with wrong key q12, g Extracted with wrong key q21
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5.2 Sensitivity analysis

The key sensitivity of the proposed algorithm is measured by opting the wrong seed value
and secret keys in the extraction process. The watermarked Cameraman, Eline, Boat and
Jetplane images are considered for the verification purpose. The reference sets are generated
using wrong keys and watermark logo is then extracted. Firstly, the seed value is considered
to be wrong and other keys are remain unchanged then the watermark is extracted from the
watermarked images wherein the visual quality of the extracted watermark is very poor and
unrecognisable. This sensitivity is also checked against additive Gaussian noise (AGN), salt
and pepper noise (SPN), speckle noise (SN), sharpening (SP), histogram equalization (HE),
gamma correction (GM), resizing (RS), cropping (CP), swirl (SW) and wrapping (WR)

(a) (b)

(c) (d)

(e) (f)
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Fig. 10 Magnitude of correlation coefficients against attacks with: a wrong seed s, b wrong primes q11 and
q21, c wrong primes q11, q12 and q22, d wrong primes q11, q12, q21 and q22, d wrong seed and all wrong
primes q11, q12, q21 and q22. (The nomenclature of x-axis are depicted in Table 7)
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Table 7 The nomenclature and details of the attacks

Notation Attacks Notation Attacks

NA No attack AGN Additive gussian noise

SPN Salt-pepper noise SN Speckle noise

SP Sharpening CA Contrast adjustment

HE Histogram equalization GM Gamma correction

RS Resizing (512 → 256 → 512) CP Cropping

SW Swirl WR Wrapping

attacks. The correlation plot of wrong seed values against all attacks is shown in Fig. 10
and nomenclature of x-axis are described in Table 7. Similarly, the watermark logo has
been extracted from the watermarked image considering some/all wrong keys. The correla-
tion between the extracted and the original watermarks are determined and shown in figure
Fig. 10b, c, d, e. Finally, the sensitivity of the algorithm is analyzed by taking the wrong
seed value and wrong secret keys. The correct seed value and secret keys are described
in Section 4, however, the wrong seed value is s=13 and wrong secret keys are p11 = 7,
p12 = 11, p22 = 5, p21 = 23. From the Fig. 10, it can be observed that in all the cases the
average correlation is near about 0, which indicate the unrecognisable watermark. There-
fore, without the original keys, the probability of identification of the watermark is very
less. The above results also reflect that no falsification problem is existed in the extraction
process and only the legal owner of the image can verify the presence of the watermark
with valid secret keys. This ensures that the proposed scheme protects the ownership even
in the presence of various attacks. The visual quality of original, scrambled and extracted
watermarks with original and wrong keys are shown in Fig. 9.

6 Conclusion

In this work, a novel watermarking scheme has been presented using lifting wavelet trans-
form and d-sequences. A recursive scheme is first used to generate a d-sequence based
on the random number generator. This recursive RNG provides a good approximation to
deal with desired correlation. The user has more choices for selecting the keys and there-
fore provide a more flexible framework for the generation of d-sequences. A binary logo is
then embedded in the host image with the help of decimal sequences and reference set. The
experimental results show the good robustness against different image processing and geo-
metric attacks. Furthermore, the superiority of the proposed technique is validated by the
experimental results, comparative and security analysis. Therefore, it can be concluded that
the proposed technique is robust and the security of the proposed scheme lie in the selection
of the keys as none can able to extract watermark in the absence of exact keys or d-sequence
generation process.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.
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