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Abstract
Text-driven sentiment analysis has been widely studied in the past decade, on both random and
benchmark textual Twitter datasets. Few pertinent studies have also reported visual analysis of
images to predict sentiment, but much of the work has analyzed a single modality data, that is
either text or image or GIF video. More recently, as the images, memes and GIFs dominate the
social feeds; typographic/infographic visual content has become a non-trivial element of social
media. This multimodal text combines both text and image defining a novel visual language
which needs to be analyzed as it has the potential to modify, confirm or grade the polarity of
the sentiment. We propose a multimodal sentiment analysis model to determine the sentiment
polarity and score for any incoming tweet, i.e., textual, image or info-graphic and typographic.
Image sentiment scoring is done using SentiBank and SentiStrength scoring for Regions with
convolution neural network (R-CNN). Text sentiment scoring is done using a novel context-
aware hybrid (lexicon and machine learning) technique. Multimodal sentiment scoring is done
by separating text from image using an optical character recognizer and then aggregating the
independently processed image and text sentiment scores. High performance accuracy of
91.32% is observed for the random multimodal tweet dataset used to evaluate the proposed
model. The research further demonstrates that combining both textual and image features
outperforms separate models that rely exclusively on either images or text analysis.
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1 Introduction

The current affordable and ubiquitous generation of Web provides substantial amount of
opinionated social big data which facilitates decision making. Sentiment Analysis has gained
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importance as quick as a wink for tracking the mood/view of people by analyzing this
unstructured, multimodal, informal, high-dimensional and noisy social data. It helps in gaining
insights for a particular subject, topic, event or a matter within various domains such as market,
business or government intelligence [30]. Formally, sentiment analysis is defined as the
computational study of people’s opinions, attitudes and emotions towards an entity [27]. It is
a specialized type of Natural Language Processing (NLP) problem that relies on the analysis of
the huge amount of user-generated online web content produced daily in social networks, blogs,
e-commerce sites, and other user-editable web forums. Pertinent literature within the area report
the use of various techniques such as machine learning, lexicon-based, hybrid techniques and
concept-based techniques (contextual and ontology based) etc. to mine the opinion [31]. Out of
these, the use of machine learning techniques to mine opinion especially on Twitter text data has
been demonstrated the most [13, 20, 22, 39, 40]. Recently, visual communication using images
to express views, opinions, feelings, emotions and sentiments has increased tremendously on
social platforms like Flickr, Instagram, Twitter, Tumblr, etc. [11, 19, 22, 23].

Images are particularly powerful as they have cognition associated and visual experiences
convey sentiments and emotions better. Consequently visual sentiment analysis has been of
interest to researchers and it has been observed that deep learning techniques have
outperformed the conventional machine learning techniques in analyzing the visual sentiment.
Multimodal capabilities offered by popular social networking websites such as Facebook,
Twitter, and Tumblr have further enabled mix of text and images in a variety of ways for better
social engagement. The ascendant use of info-graphics, typographic-images, memes and GIFs
in social feeds is a testimony to this. Visual content is interesting, engaging and effective.
Visual content has both typographic as well infographic content. Typography deals with
arranging size, style and weight of the right typoface to provide a visually pleasing format
of the text and helps in holding reader’s attention. Infography deals with graphic representation
of the data to make it easier to perceive.

As discussed, text-driven sentiment analysis has been widely studied [3, 14, 27, 28] and
few pertinent studies which report visual sentiment analysis of images are available in
literature [5, 7, 19, 49, 54–56]. But, much of the reported work has analyzed a single modality
data whereas multiple modalities of text and image remain unexplored. Moreover, human
expressions are extremely complicated as statements, images and their mix can convey a wide
range of emotions, and often require context to fully understand. Thus, the study to compre-
hend this text-image relationship is imperative as this combination can modify or enhance the
semantics and consequently the sentiment. For example, consider the multimodal text given in
the Fig. 1. Here the image of a growling lion depicts a negative, beastly behavior (negative
sentiment polarity) which is modified by the textual content BGo Hunt Your dream^ which is a
motivational, positive statement (positive sentiment polarity).

Now, consider another example of multimodal tweet given in Fig. 2. Here the rainbow
colored key- house depicts a happy home with positive vibes and the text BLove has just
checked in^ strengthens this happiness emotion and thus the positive polarity of the sentiment.

Motivated by this polarity shifts and depths due to content modality, we propose a model to
analyze sentiments from multimodal Twitter data which will facilitate visual listening for social
media analytics. Themodel analyzes the incoming tweet for its modality (text, image or imagewith
text) and based on it forwards it to the respective processing module. The model has five modules:

& Data Acquisition Module: Input tweet to the model
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& Image Module: SentiBank and Regions with Convolution neural network (R-CNN) along
with Senti-Strength based on the model given by Mandhyani et al. [37]

& Text Module: A hybrid of Lexicon and Machine Learning techniques (Gradient Boosting
and SentiCircle [44])

& Multimodal Module: Image sent to Image Module for sentiment analysis and text is
retrieved using Computer Vision API for Optical Character Recognition (CV/OCR) and
then sent to the Text module for sentiment analysis;

& Aggregation Module: Resultant scores from Text and Image modules are combined to
produce aggregate sentiment score for the multimodal tweet.

The novelty of the research is twofold. Firstly, the model is able to analyze sentiment for any
incoming tweet, i.e., textual, visual or info-graphic and typographic. Secondly, it proposes a
hybrid technique (Machine learning and lexicon) for context-aware textual sentiment analysis.
The robustness of the individual modules is evaluated using benchmark datasets (STS-Gold
for Text module [43]; Flickr 8k for Image module [17]) and the proposed model is evaluated

Fig. 1 Example Multimodal Text with sentiment modification

Fig. 2 Example Multimodal Text with sentiment strengthening
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using random multimodal tweets collected on the recent topic related LGBT verdict of Indian
Penal Court (IPC) section 377 in India (#section377). The results have been evaluated using
accuracy as the performance metric.

The rest of the paper is structured as follows: Section 2 briefly discusses the pertinent work
within the domain of textual, image and multimodal sentiment analysis followed by Section 3,
which illustrates the proposed multimodal sentiment analysis model and its working details.
Section 4 explicates the results and provides an analysis of the same. The final section,
Section 5, concludes the study and expounds upon the scope of future work.

2 Related work

The term ‘Sentiment Analysis’ was initially witnessed in the published work [9] in 2003 and
since then both primary [11, 13, 19–23, 25, 27–29, 31, 32, 39, 40] and secondary studies [24, 26,
30] have been reported across pertinent literature. Twitter, currently the most famous micro- blog
connects people across the globe and has high level of user involvement. It has gradually
emerged as a huge source of sentiment-rich data. Kumar and Jaiswal [22], have compared two
social media (Twitter and Tumbler) for sentiment analysis and analyzed the performance using
soft computing techniques. Also, literature is well-equipped with studies pertaining to sentiment
analysis using machine learning paradigms on specifically textual user generated online content
on social media [40] showed that emoticons could be used to collect a labeled dataset for
sentiment analysis. Golder and Macy [14] investigated temporal patterns in emotion using
tweets, and Bollen et al. [3] investigated the impact of collective mood states on the stockmarket.

Explosive growth of using images to express opinions in Microblog makes only text-based
sentiment analysis an obsolete technique to understand the sentiments of users. Soleymani
et al. [47] discusses the current work, challenges and opportunities in the field of multimodal
sentiment analysis in detailed manner. There are many images in social networks that have
similar emotional but different usual contents and opinion mining on these images is a
challenging task. Besides the text based sentiment analysis, the image based sentiment analysis
becomes important. The research in this field fall under three areas which are: aesthetics [8, 18,
38], emotion detection [33–36, 48, 51, 52, 54–56] and sentiment ontology [5]. Low level
features of image are used in Emotion detection to detect the emotion in an image. J.
Yanulevskaya et al. [51, 52] proposed a system to categorize emotion using low-level features.
Machajdik and Hanbury [36] represented emotional content of an image by extracting low
level features. Lu et al. [35] explored the relationship between emotions and shapes. Zhao et al.
[54–56] proposed a principles-of-art-based emotion features (PAEF) which attained good
performance in affective image classification and affective image retrieval. However, low-
level image features are limited in the large-scale image sentiment detection. Visual Sentiment
Ontology (VSO) was proposed by Borth et al. [5] which is based on such visual concepts
which are strongly related to sentiments. They used high-level Adjective Noun Pairs (ANPs)
which are strongly relevant with sentiment instead of the low-level features. Then they
proposed SentiBank, which is used to detect the presence of ANPs in an image. Experiments
are done on image tweets which demonstrate significant improvement in accuracy. Yang et al.
[50] proposed an image discovery framework considering textual, visual and social features.
They have proposed the Visual-Social-Textual Rank (VSTRank) algorithm to calculate the
importance score for each image to identify images that have emotional content. Siersdorfer
et al. [46] analyzed the relation between the sentiment of the metadata content to images and
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their visual content in social environment. For sentiment analysis of images authors’ have
extracted numerical values based on their textual metadata. Authors have used Support Vector
Machine (SVM) to build machine learning model for sentiment analysis of images. It is
concluded that the visual features of images can support in predicting the polarity of senti-
ments. Girshick et al. [12] have built a model BR-CNN: Regions with CNN features^. Color
histogram and SIFT-based features of images are used to train a sentiment polarity classifier.
Gajarla and Gupta [11] used deep learning to predict the emotion depicted by an image. They
have classified the Image categories as Love, Happiness, Violence, Fear and Sadness. They
have collected data set from Flickr API. They have used three techniques which are SVM on
high level features of VGG-ImageNet, fine-tuning on pre-trained models like RESNET,
Places205 VGG16 and VGG-Image Net. Kumar et al. [23] proposed a visual sentiment
framework using a convolutional neural network. They have used Flickr images for training
the model and Twitter images for testing the proposed model.

Successful results in multimodal sentiment analysis have been achieved using non-negative
matrix factorization [49] and latent correlations [19]. Chen et al. [7] investigated the image
posting behavior of social media users and found in their study that two thirds of the participants
added an image to their tweets to enhance the emotion of the text. You and Luo [53] have
analyzed the online sentiment changes of Twitter users considering both the textual and visual
content. They also show the correlation between textual content and visual content. Poria et al.
[41] gave a novel methodology for multimodal sentiment analysis, which consists in harvesting
sentiments from Web videos by demonstrating a model that uses audio, visual and textual
modalities as sources of information. Katsurai and Satoh [19], exploit correlations among
multiple views: visual and textual views and a sentiment view the correlations being constructed
using SentiWordNet. Dataset for this correlation is collected from Flickr and Instagram images.
A novel Unsupervised Sentiment Analysis (USEA) framework for social media images has
been proposed in a work [49] which uses relations between visual content and relevant
contextual information. Authors found out both textual information and visual content for
sentiment based image clustering in a non-negative matrix factorization framework. Cai and
Xia [6] have used convolution neural networks (CNN) for sentiment analysis of multimodal
tweets which consist of text and image. Two individual CNN architectures are used for learning
textual features and visual features, which are combined as input of CNN architecture for
exploiting the internal relation between text and image. Hare et al. [16] developed a system to
analyze streams of image data. They explored trends in visual artefacts in the image tweets.

To the best of our knowledge, till date no work has been done on multimodal text tweets
where the text is embedded in the image as a typographic or infographic visual content. This
research proffers a model-based solution to this open problem of research within the sentiment
analysis domain. The proposed multimodal sentiment analysis model is illustrated in the
following section.

3 The proposed model for multimodal sentiment analysis

Multimedia involves multiple modalities of text, audio, images, videos, drawings etc. Twitter
has transformed from a text based micro-blogging (very micro) platform to a visual one
gradually. Recent studies also claim that the tweets with image links get 2x the engagement
rate of those without [7, 19].
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The proposed model takes into account both the modalities, text and image independently
and their combination to analyze the sentiment in tweets. The incoming tweet is firstly
examined for its modality type, that is, whether it is an image, a text or a multimodal text
(image + text = typographic or info-graphic). The further processing is done on the basis of the
identified modality type. For an image only tweet, the image module is implemented which
uses an existing model of SentiBank [4] and R-CNN to determine the sentiment polarity and
sentiment score of the image. For a text only tweet, the text module after pre-processing
employs a machine learning based ensemble method (Gradient boosting) to classify the tweet
in to one of the three polarity categories, namely, positive, negative or neutral. Post this; a
lexicon based approach (SentiCircles), which captures contextual semantics, is used to deter-
mine the sentiment polarity and strength of the tweet. This polarity and strength obtained
separately from the machine learning and lexicon based techniques is combined to do a scoring
of sentiment which has the range [−3, 3]. Subsequently, for an image with text, the text is
detected and extracted using a computer vision API and recognized using optical character

senticircle

+

Image

CV/OCR

Data 

Acquisition

#topic

Text

Image

A law implemented in 1860 

is now abolished. A day for 

our entire nation to live with 

pride. Bye 

bye#sec377#lovealllovefree

#historic

Text

Text
+ 

Image

Feature Extraction

Ensemble Learning 

(Gradient Boosting)

SentiWordNetPolarity

Text Sentiment 

Score

SentiCircle

Data Pre-processing

Polarity and 

Strength

R-CNN

SentiBank

Image Sentiment 

Score

Multimodal 
Aggregate Sentiment 
Polarity and score

Fig. 3 Systematic flow of the proposed model
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recognition approach. The recognized text is then processed in the text module whereas the
image is sent to the image module for processing. The resultant scores from both these
modules are combined to give an aggregate sentiment polarity and score. Figure 3 illustrates
the systematic flow of the proposed model.

The following sub-sections expound the details:

3.1 Data acquisition

To evaluate the system using the aforesaid classification techniques tweets pertaining to a topic
(#topic) are extracted from the publically available Twitter datasets using its API. 8000
multimodal tweets were collected on the recent topic related LGBT verdict of Indian Penal
Court (IPC) section 377 in India using hashtag #section377.

3.2 Image Sentiment Analysis

The image only content is processed using the SentiBank, RegionswithConvolution neural network
(R-CNN) and SentiStrength to obtain a sentiment scorewithin the range [−2, 2]. This analyticmodel
to determine sentiment in images was given by Mandhyani et al. [37] in the year 2017.

& SentiBank: It a large-scale visual sentiment ontology which includes 1200 semantic concepts
and corresponding automatic classifiers. Each concept is defined as an Adjective Noun Pair
(ANP), where adjective depicts the emotion for a specific object/scene described by a noun [4].

& R-CNN: R-CNN is one of the popular and efficient object detection models. R-CNN uses
selective search for reducing the number of bounding boxes that are fed to the classifier.
Selective search uses local cues like texture, intensity, color etc. to generate all the possible
locations of the object. After this, these boxes are fed to CNN based classifier. In R-CNN
the convolution neural network is forced to focus on a single region at a time because that
way interference is minimized as it is expected that only a single object of interest will
dominate in a given region. The regions are fed to a CNN for object detection.

& SentiStrength: SentiStrength is a sentiment analysis program which estimates the strength
of positive and negative sentiment in short web texts, even for informal language. Words
are classified and rated based on positive and negative strength, i.e., −1 (not negative) to
−5 (extremely negative) and 1 (not positive) to 5 (extremely positive).

The pseudo-code to compute the image sentiment score is given in Fig. 4:

1. Nouns from 1200 ANPs are separated 

2. Objects from 200 RCNN classes are taken

3. Compute the distance between the noun and objects of 200 RCNN classes by using 

Radial basis function(RBF)

4. New ANP weights are multiplied with SentiStrength of adjectives for each ANP.

5. Sum-up all ANPs to get the sentiment score within the range [-2,2]

Fig. 4 Pseudo-code for image sentiment scoring
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3.3 Textual sentiment analysis

The textual sentiment analysis is a multi-step process which consists of the following:

& Data Pre-processing: Data pre-processing is done for cleaning and transforming the data
for relevant feature extraction. The HTML entities in the tweet are decoded (Eg. &amp is
changed to &), URLs were removed, expressions corresponding to retweet (RT) at the
beginning of the tweet are removed, contractions present in the tweet are replaced by their
extended words (Eg, BI’ll^ is replaced with ‘I will), punctuations present including hast-tag
‘#‘etc., are removed. Further, three or more repetitive occurrences of a character are
replaced with a single character. For example, ‘happppy’ is changed to ‘hapy’. Terms in
the tweet which contains only digits are removed. Extra spaces in the tweet are removed
and finally, all the characters of the tweet were changed to lowercase. Additionally, all non-
ASCII-English characters were removed, to keep the domain of the data specific to the
English language. Part of Speech tagging is also done to extract common structural
patterns such as verb, adverb, adjective and noun.

& Feature Extraction: This step identifies the characteristics of the datasets that are specif-
ically useful in detecting sentiments. The classical bag-of-features framework is utilized.
We form a list of tweet words from the tweets in the corpus, which are tagged as a noun,
verb, adjective, adverb or pronoun using the Part-of-speech (POS) tagger provided by
NLTK [2]. Now the frequency distribution of each tweet word in this list is obtained and
the top 5000 most common words are considered. These words constitute the bag-of-
words which are to be used as feature words to find the unigrams. Next, we form a feature
vector corresponding to each tweet. The features used are:

& Unigrams: presence/absence of feature words
& Part-of-Speech(POS)features: count of nouns, verbs, adjectives, adverbs, interjec-

tions and pronouns
& Negation: count of occurrences of negation word ‘not’
& Count of Emoticon features: Various combinations of punctuation marks have been

mapped into six classes of emoticons:-Smiley(:),:-), (:), laugh(: D, xD), love(<3,:*),
wink(;),;-D), frown(: -(,:(), and cry(:’() and their count is taken as feature

& Count of elongated words(e.g. yummmy)
& Count of capitalized words
& Length of message.

& Ensemble Learning:An iterative learning model, gradient boosting is then used to train the
textual sentiment analysis module. The gradient boosting is meta-model which consists of
multiple weak models whose output is added together to get an overall prediction. The
evaluated polarity is input the SentiWordNet [10] to obtain the respective sentiment score.
SentiWordNet contains sentiment scores for all WordNet entries.

& SentiCircle: Each cleaned tweet is firstly tokenized, and each token is POS tagged using
NLTK. Each token is lemmatized using WordNet Lemmatizer [15] and then stemmed to its
root form using Porter Stemmer [42]. Based on the POS tag assigned to each token, it is
scored using SentiWordNet. SentiWorNet offers a fixed, context-independent, word-
sentiment orientations and strengths. SentiCircles considers the contextual co-occurrence
patterns to capture conceptual information and update strength and polarity in sentiment
lexicons accordingly.

& Scoring from SentiWordNet
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& If the POS tag matches one of the tags in SentiWordNet for that term, then all
positive and negative scores for that word corresponding to that tag are
weighted average inversely according to their sense number separately. Else
all positive and negative scores corresponding to that word are averaged.

& If positive and negative scores are unequal, then higher of them is returned with
appropriate sign, else machine learning output polarity is considered in decid-
ing. If polarity is positive, then positive score is returned and if the polarity is
negative, then negative score is returned. For neutral output of machine
learning, positive score is returned.

& Negation handling terms that are preceded by any of the negative words listed in General
Inquirer1 under the NOTLW category1, have the sign of their score reversed. For
example, in the tweet BUber Premier is not amazing!^, the term Bamazing^ is preceded
by a negation. Therefore, instead of using its original sentiment score (0.75 in the
SentiWordNet lexicon for example, this score negated (−0.75)

& Term-Context vector is then created, that is for each word, and a vector of words that
appear in context of the given word is formed. If the given word appears in any other
tweet and that tweet matches the current tweet in having at-least one common user, topic
etc., then all the words in that tweet is considered as part of the context-vector of the given
word.

& After forming term-context vector for each term in the tweet corpus, corresponding
values of TDOC, θ, x and y are determined for each of the context terms in the
context-vector of the term [44]

& For each term, its sentiment polarity and strength is calculated by finding geometric
median of all its context-terms using Weiszfeld’s algorithm [1].

& For each tweet, its sentiment polarity and strength is calculated by finding geometric
median of all its terms using Weiszfeld’s algorithm.

& Once the polarity from the ensemble learning algorithm and polarity & strength from
SentiCircles is determined, these values are combined to determine the text sentiment score
which has the range [−3, 3].

3.4 Multimodal text: text in image

For typographic or infographic multimodal text, we have used the Computer Vision API to
extract text using OCR from the image. This process of text retrieval from image comprises of
three sub-components viz. text detection, text extraction and text recognition. Text extraction is
a crucial step in improving the accuracy and quality of the concluding recognition output. It
aims at segmenting text from background that is to isolate text pixels from those of back-
ground. An effective text extraction method facilitates the use of commercial OCR without any
amendments. For this we have used Open CV version3.4.2, EAST text detector proposed by
Zhou et al. [57] which is a deep learning model, based on a novel architecture and training
pattern. It is capable of running at near real-time at 13 FPS on 720p images and obtains state-
of-the-art text detection accuracy. The extracted text is passed through an OCR for recognition.

1 www.wjh.harvard.edu/~inquirer
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OCR is conversion of images of typed, handwritten or printed text into machine-encoded text.
OCR first preprocess images by techniques like de-skewing, line & word detection, layout
analysis, character segmentation etc. to improve recognition accuracy. The character recogni-
tion is generally done in two passes. The output of the first pass is transferred to second pass
which is a kind of adaptive recognition. Second pass of recognition uses letter shapes
recognized with high confidence on the first pass to recognize better the remaining letters on
the second pass. OCR sometimes uses a post processing step which makes use of dictionary to
improve upon accuracy. Figure 5 shows the sample text extraction using the API.

The text thus recognized is then sent to textual sentiment analysis module for determining
the text sentiment score whereas the image is sent to the visual sentiment analysis module for
finding the image sentiment score. These individual scores are combined to produce the
aggregate sentiment score for the multimodal tweet. Figure 6 depicts the concept of multi-
modal sentiment analysis using optical character recognition.

4 Results and analysis

To investigate the robustness of the proposed model, the individual text and image modules are
validated using benchmark datasets and the model is evaluated for random multimodal tweets.
The empirical analysis is thus broadly divided into three parts; (i) Image sentiment analysis on
benchmark Flickr 8 k dataset, (ii) Text sentiment analysis on benchmark STS-Gold dataset,
and (iii) Multimodal text (text + image) sentiment analysis using randomly collected tweets on
the selected topic.

Fig. 5 Sample text extraction using the Computer Vision API

Fig. 6 OCR and multimodal sentiment analysis
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4.1 Image sentiment analysis

Image Sentiment is determined using a hybrid of SentiBank and RCNN. Flickr 8 k, a
publically available dataset which comprises of images from flicker website is used to
train and test the performance of RCNN for object detection. SentiBank consists of 1200
trained visual concept detectors providing a mid-level representation of sentiment. The
results were evaluated initially by only using SentiBank technique and then using a
combinational technique of SentiBank with RCNN. Table 1 depicts the performance
accuracy.

Figure 7 shows the results graphically.

4.2 Text Sentiment Analysis

For textual analysis step we used STS-Gold, a standard dataset for Twitter sentiment analysis
created by Saif et al. [45]. It contains a total of 2206 tweets, out of which 1402 are negative,
632 are positive and 77 are neutral. The performance of the text sentiment analysis module is
evaluated using three approaches, the lexicon-only (SentiWordNet) technique, machine learn-
ing approach (Gaussian Naïve Bayesian, Decision Tree, Random Forest and Gradient
Boosting) and hybrid approach. Table 2 depicts the accuracy results.

Table 1 Performance accuracy of
image sentiment analysis
techniques

Technique Accuracy

SentiBank 71%
SentiBank+RCNN 76.04%

71%

76.04%

68%

69%

70%

71%

72%

73%

74%

75%

76%

77%

SentiBank SentiBank+RCNN

Accuracy

Fig. 7 Accuracy of image sentiment analysis techniques

Table 2 Performance accuracy of text sentiment analysis techniques

Approach Technique Accuracy

Lexicon Based SentiWordNet (SWN) 59.43%
Machine Learning Based Gradient Boosting (GB) 78.01%

Decision Tree (DT) 71.35
Random Forest (RF) 74%
Gaussian Naïve Bayesian (NB) 64.45%

Hybrid SentiWordNet +Gradient Boosting (SWN+GB) 82.21%
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Figure 8 shows these results graphically.

4.3 Multimodal Sentiment Analysis

Table 3 depicts the generic characteristics of text and image tweets:
8000 random multimodal tweets on the recent topic related LGBT verdict of Indian Penal

Court (IPC) section 377 in India (#section377) were extracted. The distribution of modalities
in these tweets is shown in the Fig. 9.

59.43%

79.01%

71.35%

74%

64.45%

82.21%

50.00%

55.00%

60.00%

65.00%

70.00%

75.00%

80.00%

85.00%

SWN GB DT RF NB SWN + GB

A
cc

u
ra

cy

Techniques 

Fig. 8 Accuracy of text sentiment analysis techniques

Table 3 Twitter text and image generic characteristics

Text Characteristics Tweet length • 280 characters
• This limit is Not for Japanese, Korean, Chinese tweets

Retweet • No limit on number of times a tweet can be retweeted.
• Only recent 100 people who retweeted a tweet will be

shown.
Tweet Limit 1000 tweets/day/Person
Number of Language

supported
40

Image Characteristics GIF support • Animated GIFs cannot be included in tweet with
multiple images

• We can send only 1 GIF per tweet
• GIF in full is attached
• Photos and GIFs attachment do not count towards

character limit
• Supports looping GIF

Image limit • We can select up to 4 photos to tweet at once
• Up to 25 stickers can be attached to a photo

Format of image tweet • It accepts GIF,JPEG,PNG
• Does not accept Bmp, TIFF

Size of image tweet • 5 Mb photo
• 5 Mb GIF on mobile
• Up to 15 Mb on web
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The performance of the proposed model is evaluated for these multimodal tweets and the
accuracy results for the same are shown in Table 4:

Figure 10 shows these results graphically.

5 Conclusion and future scope

Images are more expressive than text and at the same time text embedded or represented as an
image further defines this power of expressiveness. This research proposed a model for
sentiment analysis to capture this expressiveness for text in an image, both typographic or
infographic, as sentiment polarity and strength. The multimodal sentiment analysis model for
Twitter offered novelty in two ways. Firstly, it was able to handle multi-modalities in tweets,
that is, text and image individually and text in an image to analyze the sentiment and secondly,
the textual sentiment analysis was based on a hybrid of context-aware lexicon and ensemble
learning. The model will serve as a visual listening tool for enhanced social media monitoring
and analytics. The performance results were motivating and improve the generic sentiment

3700

1160

3140

Tweet Modality Distribution  

Text

Image

Multimodal

Fig. 9 Distribution of tweet modality types

Table 4 Performance accuracy of
proposed model Module Accuracy

Image module 77.63%
Text module 84.62%
Multimodal (proposed) 91.32%

77.63%

84.62%

91.32%

70.00%

75.00%

80.00%

85.00%

90.00%

95.00%

Accuracy

Fig. 10 Accuracy of proposed model
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analysis task. The primary limitation of the model is that the text recognition is restricted by the
capability of the Computer Vision API. Moreover, as social media is an informal way of
communication, multilinguity (code-mix and code-switch languages, for example a mix of
English and Hindi, a native Indian language) is widely seen, but such content (text or text in
image) could not be processed. Also, the OCR has a limited capability for handwritten text
recognition and suffers from reduced accuracy with ‘lack of contrast’ images where the text
color and the background color are almost similar. In this research, only the text and image
modality type had been considered whereas other modalities such as animated GIFs and
memes define an open problem within the research domain. Also, the use of word embeddings
and deep learning for context-aware sentiment analysis of text can be explored.
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