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Abstract
Automatic Image Annotation (AIA) is the task of assigning keywords to images, with the
aim to describe their visual content. Recently, an unsupervised approach has been used to
tackle this task. Unsupervised AIA (UAIA) methods use reference collections that consist
of the textual documents containing images. The aim of the UAIA methods is to extract
words from the reference collection to be assigned to images. In this regard, by using an
unsupervised approach it is possible to include large vocabularies because any word could
be extracted from the reference collection. However, having a greater diversity of words for
labeling entails to deal with a larger number of wrong annotations, due to the increasing dif-
ficulty for assigning a correct relevance to the labels. With this problem in mind, this paper
presents a general strategy for UAIA methods that reranks assigned labels. The proposed
method exploits the semantic-relatedness information among labels in order to assign them
an appropriate relevance for describing images. Experimental results in different benchmark
datasets show the flexibility of our method to deal with assignments from free-vocabularies,
and its effectiveness to improve the initial annotation performance for different UAIA meth-
ods. Moreover, we found that (1) when considering the semantic-relatedness information
among the assigned labels, the initial ranking provided by a UAIA method is improved in
most of the cases; and (2) the robustness of the proposed method to be applied on different
UAIA methods, will allow extending capabilities of state-of-the-art UAIA methods.

Keywords Unsupervised image annotation · Label relevance · Semantic-relatedness
estimation

1 Introduction

In the last decade, technology development has facilitated the massive up-growth of digital
information allocated in the Web, e.g. images, texts, audio, video, etc. Referring to images,
automatic image annotation (AIA) is the task dedicated to study and develop methods
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capable of assigning keywords to images. Thereby, the images can be indexed by their visual
contents. Traditionally, AIA methods follow a supervised approach [11, 33], i.e., they use a
training dataset of labeled images in order to build label-predictive models. Then, learned
models serve to assign labels to new images. However, using a supervised approach requires
huge datasets with labeled images, in this regard the dataset construction could be very
expensive, e.g. see ImageNet [4, 33].

UAIA methods do not require of labeled images for the training phase, instead they
use reference collections of documents containing images, which can be gathered from
diverse sources, e.g. the Web, news, articles, etc. Therefore, building reference collections
is a cheaper process than constructing datasets with labeled images, e.g. see [1, 24, 36].
Although, these images lack of assigned labels, in most cases there is text around them that
is related, and therefore some words can be considered as soft-labels (e.g. see [8, 24, 26,
43]). UAIA methods rely heavily on text mining techniques that are applied to the textual
part of the documents in order to extract words for image annotation. Any extracted word
can be used for annotation under this setting and, according to its relevance (generally using
a score), for describing the visual content of the image it is assigned.

Under UAIA approach, different strategies have been adopted for annotating images by
means of associating the text to the visual information, showing competitiveness against the
supervised approach [28]. A common approach for UAIA uses the image to be annotated
as a query, compare it with images from the reference collection, and then process the text
information associated with the retrieved images [2, 10, 21, 28, 35, 39, 44, 46]. Alternative
methods process the whole reference collection offline in order to identify visual-textual
associations and then use these associations for performing the annotation [28].

Nevertheless, due to the fact that potentially any word extracted from the reference col-
lection can be used as label, the actual UAIA methods present limitations when working
with large vocabularies. On the one hand, the text in reference collections is noisy, in the
sense that text is not explicitly associated with images, e.g. consider a blog’s entry with the
text ’vacations on the beach...’ accompanied by an image with people in a hotel’s front door
but no a beach (see Fig. 1). Also, text is not restricted to a topic, thus, words can refer to
anything, including information that is not related to visual content of images, e.g. consider
a blog’s entry ’whip an egg and cover the pastry...’ accompanied by an image with a cake
(see Fig. 2). Hence, the diversity of labels in UAIA increases (when compared to supervised
variants), but at the same time, it also increases the complexity of determining the relevance
of arbitrary labels for images, causing a larger number of inconsistent annotations that can
be considered as wrong labeling.

With the aim of reducing the number of wrong annotations and mitigating the inade-
quate relevance scores during the label assignment, we propose a reranking method that

Fig. 1 Blog’s entry: vacations in
the beach...
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Fig. 2 Blog’s entry: whip an egg
and cover the pastry....

improves the initial UAIA annotation by including the semantic-relatedness information
among labels. The idea of this method is based on the assumption that the images are anno-
tated with the main topic that is defined by a consensus among a subset of candidate labels.
Consequently, the labels are reranked by updating their relevance scores with respect to the
topic. When an image is annotated, a list of candidate labels is generated where the positions
of the labels indicate their relevance. For each pair of candidate labels, there is a relationship
that can be defined by its semantic relatedness, where labels with similar meanings or that
appear in similar contexts have a strong relationship. Our method exploits this semantic-
relatedness information performing an enhancement on the initial ranking, in order to favor
those labels that are consistent1 for the annotation. In this way, our method could be seen as
a module that post-processes the initial labels by assigning an adequate relevance score to
candidate labels, even when large vocabularies are used.

For example, in Fig. 3 a scene in the sea is considered, some of the assigned labels are
‘canker’, ‘turtle’, ‘globule’, ‘angelfish’, ‘reef’, ‘coral’, ‘nebular’, ‘anchovies’, ‘ocean’, etc.
After applying our method, the most relevant2 labels are positioned at the top. Besides,
labels that have a soft semantic-relatedness with the rest, no matter how high is its initial
rank will be considered inconsistent and therefore moved to the bottom.

1.1 Research aims and contributions

The aim of this work is to refine the initial labeling provided by UAIA methods by means
of exploiting semantic-relatedness information among labels. With this aim in mind, we
propose a methodology that takes as input the labels provided by an UAIA method, and
updates the score assigned to each label, based on two aspects: the initial score provided
by the UAIA method and the semantic-relatedness estimated from contextual information
among the other labels assigned to the same image.

The main contributions of this work are as follows:

1By consistent labels, we mean those which have high semantic-relatedness with the majority of the
annotated labels.
2Where the relevance is guided by the labels that have the highest cohesion on their semantic-relatedness
information.
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Fig. 3 Illustrating an image, labels annotated by UAIA method before and after considering the semantic-
relatedness information

1. We introduce a novel and effective strategy for reranking the initial labeling provided
by a UAIA method based on the semantic-relatedness information among labels. We
consider an annotation scenario with free annotation vocabularies (of thousands of label
terms), showing the effectiveness of the method for improving initial annotations by
leveraging semantic-relatedness information among labels.

2. We provide an extensive experimental evaluation of our reranking strategy applied to
UAIA methods based on different annotation strategies. In this regard, experimental
results are reported on two different benchmark datasets showing that our reranking
method is robust and flexible to extend UAIA methods and improve their annotation
performance in most cases, regardless of the annotation strategy and considered dataset.

The implications of our findings are: (1) at the theoretical level, we critically reviewed
UAIA methods, exposed some issues in the label assignment process, and explored differ-
ent ways for measuring semantic information; and (2) at the practical level, we aimed to
accurately identify the impact of an adequate label assignment. In this regard, we proposed
a methodology and evaluated it on real world images and using the state-of-the-art UAIA
methods.

2 Related work

Given an input image, the goal of UAIA is to assign labels to describe its visual con-
tent. UAIA methods rely on a reference collection of textual documents containing images,
where, usually, a piece of text is associated with each image. Due to the fact that labels
are extracted from the collection’s textual information, they are not restricted to a closed
set (i.e., any word as label can be used). Under these conditions, traditional UAIA methods
assign scores to every word, where these scores determine their relevance to describe its
visual content.
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One of the first UAIA approaches was based on the local paradigm [28]. Given an image
to annotate, a Content-Based Image Retrieval (CBIR) method is used to find, in the refer-
ence collection, those images with similar visual content. In a second stage, a text mining
technique is applied to the text associated with the retrieved images in order to determine
the set of labels that are used to describe the visual content of the image. In the CBIR stage,
each image is represented by visual descriptors, where each image is defined by a vector
that concentrates its distinctive characteristics [9, 25]. Several publications have found that
images with similar visual content, tend to contain related information in their associated
texts [8, 16, 26, 38, 43, 51]. Whereas in the second stage, each text is represented by its con-
tent, e.g. using bag-of-words [34]. Methods adopting this formulation can be found in [2,
10, 21, 28, 35, 39, 44, 46].

On the other hand, a global method for a UAIA task has been recently proposed with
the aim of exploiting the entire reference collection [28]. This method is based on multi-
modal co-occurrences that are produced between visual descriptors and textual-words. The
idea is to build a visual prototype for each word extracted from the textual information
in the reference collection. In this way, a visual representation of a query image can be
compared directly with the words’ visual prototypes. The words associated with visual pro-
totypes with the highest similarity to the query image are used for labeling images. The
visual prototypes are obtained through a multimodal indexing. The multimodal indexing is
calculated by an efficient matrix product that uses two views of the documents in the ref-
erence collection: documents represented by bag-of-words, and documents represented by
bag-of-visual-words. See [28] for more details.

For dealing with the diversity of words that can be extracted and used for labeling images,
some UAIA methods restrict annotations to a reduced set of labels. The idea is to annotate
the images by considering a limited number of labels but using the whole textual infor-
mation that can be extracted. In this sense, the method in [46] uses a strategy based on
co-occurrences between labels from the reduced set and the free vocabulary; those words
from the vocabulary that mostly co-occur with the labels help to aggregate its relevance
score to describe the image. In the same direction, several works have used lexical resources
such as WordNet [23]3 to group words with similar meanings; then a label that subsumes
all others can be used to describe the content of an image [2, 35, 39, 44]. Besides, some
methods just assign the most frequent terms obtaining competitive results [21, 28]. Also,
a weighted combination has been explored that takes into account the absence/presence of
the labels to assign, e.g. see [10].

The previous works exploit the diversity of potential words that can be annotated in order
to determine the relevance of the set of labels that describe the content of images [2, 35, 39,
44, 46]. In contrast, the proposed method searches to improve the performance of the UAIA
methods by taking advantage of the diversity of words, incorporating a reranking strategy
for assigning an adequate relevance to the labels.

As far as we know, none of the UAIA methods in the state of the art have explicitly
made the use of semantic-relatedness information among labels in order to refine the image
annotation. However, similar strategies have been used previously for other tasks, such as
information retrieval [12–15, 17, 26, 27, 30, 32, 45], where query expansion has been widely
explored in order to diversify the retrieval or integrate semantic information; and super-
vised image annotation [3, 5, 7, 19, 20, 31, 40–42], where visual information from images

3A lexical database for English where the words are interlinked to each others by specific senses as
conceptual-semantic and lexical relations.
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and textual information from labels are used as complementary to each other. However,
under a supervised scenario, annotating images is limited to a number of possible labels,
which defines a controlled scenario to assign relevance to labels. In contrast, the reranking
method was defined to work especially with unrestricted free vocabularies for performing
annotation.

3 Exploiting semantic-relatedness information in UAIA

In this section, we introduce our reranking method called +SR that stands for ’plus
semantic-relatedness’, exemplifying its capabilities in order to improve the image anno-
tation. As we previously mentioned, UAIA methods use words extracted from reference
collections for labeling, facing the difficulty of assigning a correct relevance to labels. In
this regard, the +SR method can be seen as an additional module in the annotation process.
This is illustrated in Fig. 4, where it takes a ranked list of the (visually relevant) candidate
labels, and reranks this list by considering their semantic-relatedness information.

The aim of the +SR method is to provide an adequate relevance that favors consistent
labels and reduces the relevance of inconsistent labels, provided all the considered labels
have some visual relevance for the image to be labeled. The idea behind this method is to
allow related labels to help each other, reassigning them a higher score. Besides, labels that
have no relationship will become inconsistent, reassigning them lower scores. For instance,
consider an ordered list of words that includes ‘screwdriver’, ‘monkey’, ‘lion’ and ‘ele-
phant’. In this case, words referring to animals help each other reaching top positions, and
‘screwdriver’ goes down to the last position.

Fig. 4 General architecture of the UAIA task integrating the +SR method
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In the next subsection we describe how the +SR method incorporates the semantic-
relatedness information among labels in order to provide a better relevance in the scores of
the assigned labels.

3.1 The+SRmethod

The input of the +SR method is a list of n labels with a determined rank that is induced
by their assigned score, and its output is a list with the same number of elements but with
a different rank. For producing this new ranking, each label is re-scored, where its new
score depends on a combination of its original score and its semantic-relatedness with a
subset of candidate labels from the same list. The subset of candidate labels consists of top
λ labels from the list, or simply using the entire list. Intuitively, if only few candidate labels
are considered, it is assumed that these were correctly assigned by the UAIA method, then
the re-scoring is influenced by them.4 Thus, when all labels are used, it follows the idea
that the image has been annotated with a topic. In this case, the topic is defined by the
highest semantic cohesion5 among labels. Formally, the semantic-relatedness information
used by the +SR method is defined by means of word similarities. Given a list of labels
{w1, w2, . . . , wn}, for each label wi its relevance is reassigned by:

+SR(wi) = (1 − λ)score(wi) + λ

⎡
⎣ 1

γ

γ∑
j=1

(srs(wi, wj ) · score(wi))

⎤
⎦ (1)

where λ is a parameter that regulates the importance between the initial annotation (denoted
by score(wi)) and its semantic-relatedness with a subset of candidate labels. Besides, the
γ parameter regulates the number of candidate labels that are considered for calculating
the semantic-relatedness. Finally, a function srs(wi, wj ) defines the semantic-relatedness
similarity between labels wi and wj , this estimate can be obtained by at least two different
approaches:

– Knowledge-based. Under this approach, the semantic-relatedness of two words
(labels) is given by measuring their proximity using a linguistic resource (e.g, a seman-
tic network). Usually, these measurements are estimated according to lexical resources,
such as WordNet [23]. WuP [50] is a classic measure under this approach, this cal-
culates relatedness using the depths of two words by counting their number of nodes,
along with the depth of the least common subsumer (lcs):

WuP(wi,wj ) = 2 ∗ depth(lcs(wi, wj ))

len(wi, wj ) + 2 ∗ depth(lcs(wi, wj ))

where wi and wj are two synsets in WordNet, len(wi, wj ) is the length of the shortest
path from synset wi to synset wj , lcs(wi, wj ) is the most specific concept which is an
ancestor of wi and wj , and depth(wi) is the length of the path to synset wi from the
global root entity where depth(root) = 1. Other measurements can be revised in [37].

– Statistics-based. In this approach large-document collections are exploited in order to
embed words in a vector (semantic) space where similarities between words can be esti-
mated. For instance, Word2vec [22] uses either of two model architectures to produce

4Similar criterion as the one used in blind relevance feedback, in which the n top documents are considered
to be relevant to the query.
5Referring to those labels that share strong semantic-relatedness information.
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a distributed representation of words. Both architectures can be used to produce word
embeddings by reconstructing linguistic contexts of words. As input a large corpus
(e.g., Wikipedia) is taken, and as output a vector for each word is produced. The idea
is to represent through similar vectors those words that have a similar meaning because
they share a similar context. Once the words are represented by vectors, a common way
to calculate the semantic relatedness between any two word vectors is by their cosine
similarity:

cosine(wi, wj ) = wi · wj

||wi ||||wj ||
The values of srs(wi, wj ) require to be normalized as they account for similarities

among words that must be comparable to each other. However, the values of score(wi) are
not required to be normalized, this is because it appears in both terms of (1). Besides, since
score(wi) is in fact the output of the UAIA system, we do not impose any constrain on the
values it may take.

Note that in the application of +SR, the most expensive process is the calculation of the
distances among words. However, this process is performed offline once. Hence, performing
the +SR does not consume a significant amount of time. The complexity of estimating
distances is of Θ(n2) where n is number of words whereas the complexity of applying the
+SR is Θ(n). In our experiments it takes around 5 minutes to test all possible combinations
of hyperparameters when using 1,000 images as input, about 3 seconds per configuration.
In the following by means of an example, we analyze the label positions before and after
applying the +SR method.

3.2 Running example

In this example, the image to be annotated is shown in Fig. 5. Then using the global method
proposed in [28], 50 labels have been annotated using a free-vocabulary, see Fig. 6.

Fig. 5 Image example
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Fig. 6 The left plot shows the list of the 50 keywords provided as initial annotation by the UAIA method.
The right-topmost plot shows the graph of similarities, whereas the right bottom plot shows the new rank
obtained by the +SR method

The +SR method takes the list of labels assigned by the global method for generating
a new ranking. We set γ = 50 and λ = 1.0 in the +SR method, that is, 50 labels from
the list are considered for updating the rank, and the reranking of each word is estimated by
the semantic-relatedness between this word with the rest weighted by the confidence of its
initial assignment.

For the purpose of analyzing the reason of the new rank produced by the +SR method,
Fig. 6 presents a graph of similarities from the initial list of labels. We have focused on
only the strongest relationships among labels, where dashed lines are those that surpass a
threshold of 0.5 in a scale of 0 to 1 in similarity, as estimated using the formula above, and
solid lines when semantic-relatedness surpasses similarity 0.7.

Finally, the +SR method uses the strongest semantic-relatedness relationships to update
the ranking of assigned labels, where numbers between parentheses indicate the initial posi-
tion of labels. For instance, we can see that ‘chopper’ initially ranked in the 47 position,
improves considerably its position due to gather many relationships with other labels, e.g.
labels 41, 24, 11, 7, 13 and 23.

From Fig. 6, we can see that after applying the +SR method it has been possible to
estimate a better relevance into the assigned labels, showing more related words with the
visual content. In this case, the +SR method has been capable of bringing up relevant
labels from the last positions of the initial list.
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4 Experimental settings

This section introduces the datasets, baseline UAIA methods and evaluation measures to be
used in Section 5.

4.1 Datasets

We have considered test sets from two different benchmarks: ImageCLEF 2013 [48] and
SAIAPR TC-12 [6] datasets. The first dataset was created with the aim of being exclu-
sively used for UAIA methods, it provides a reference collection with 250,000 documents.
Each document is composed of an image, and a web page that provides textual information.
The test set was recently released [47], it contains the same 1,000 images evaluated in the
development set plus 1,000 new images annotated with at least one of 116 different con-
cepts. The latter dataset, has a test set formed by 4,000 images that are annotated with at
least one of 276 different concepts. In order to reduce redundancy in this dataset, we have
considered 256 of the 276, where we have pruned those that are redundant e.g. the concept
‘vehicle-with-tires’ is subsumed by ‘vehicle’.

4.2 Baseline UAIAmethods

We have evaluated the +SR method in combination with two different UAIA methods,
namely the local and global approaches introduced in [28]. Mainly, we have compared their
performance before and after applying the +SR method. Although, the global method
presents a better performance than the local method, we have decided to report results with
both methods. Our aim is to show the flexibility and effectiveness of the +SR to deal with
and improve both annotation methods. Both methods can use as many labels as are available
in the extracted vocabulary.

4.3 Evaluationmeasures

The evaluation was carried out using the evaluation framework for UAIA methods intro-
duced in [29]. Under this evaluation framework, it is possible to evaluate any label allowing
to consider free-vocabularies for annotating images. It shows some variants of classic met-
rics such as recall, precision, F1 and MAP that take into account the semantic similarities
between the assigned labels and the labels in the ground truth. The adapted metrics rely
on an α threshold that establishes how close the semantic relation is between the assigned
labels and the ground truth. Thus, even though there is no exact match between words, it
is possible to calculate a score that measures how strong their semantic relationship is. For
instance, considering a scene with a ‘cat’ where the ground truth is ‘cat’, different meth-
ods could annotated ‘feline’, ‘kitten’, ‘mouser’, ‘pussycat’, etc. obtaining similar results as
a method that annotates ‘cat’. In this concern, an α = 0.6 has been selected because it has
shown a good commitment in previous works. For instance, consider the word ‘orange’ and
its similarity with other fruits: ‘apple’= 0.37, tomato= 0.24, ‘pear’= 0.37, ‘grapes’= 0.37,
‘tangerine’= 0.9. In this case only ’tangerine’ is close to ’orange’, in both color and cit-
rus family. Please note that differently from [29], in which an evaluation framework was
introduced, herein we propose a novel image reranking method that, based on the semantic
relatedness, improves the initial labeling provided by an UAIA.
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The results are reported using two evaluation metrics: F1α measure and MAPα . The
F1α allows us to compare the improvements summarizing precision and recall as harmonic
mean:

F1α = 2 · Rα · Pα

Rα + Pα

On the one hand, Rα is an adapted version of recall which measures the coverage.
Intuitively, the measure counts each label from the ground truth that have been covered.
Reaching a maximum score implies that for each word from the ground truth, there exists a
matching with a word from the system output, such that this matching is greater than α:

Rα =
∑

wi∈gt 1(∃wj :wj ∈outs∧sim(wi ,wj )≥α)

|gt |
where gt refers to words from ground truth, and outs are the output words given by the
annotation system, sim(wi,wj ) expresses the semantic similarity between two words (this
can be calculated by approaches described in Section 3.1).

On the other hand, Pα is the adapted version of precision which measures the relevance.
Here, the effectiveness of the output words is given by the number of words that surpass the
α threshold:

Pα =
∑

wj ∈outs 1(∃wi :wi∈gt∧sim(wi ,wj )≥α)

|outs|
In addition to the F1α , we consider the MAPα . This measure allows to compare the

improvements in the induced order of the labels. Similar to the F1α , it is an adaptation of
the classic MAP measure, but it allows to consider labels without an exact match:

APα =
∑|outs|

k=1 Pα(k)

|gt |
where k is the word to evaluate and

Pα(k) =
∑k

j=1 1(∃wi :wi∈gt∧sim(wi ,wj )≥α)

|k|
For computing the word similarities used by these measures, we applied the statistics-

based approach described in Section 3.1. For more details, we refer the readers to [29].

4.4 Additional considerations

– Experimental results reported on the ImageCLEF 2013 dataset use as training set the
data from the same dataset. On the other hand, SAIAPR TC-12 only provides a training
set with labeled images which cannot be used because UAIA methods were developed
with the aim to work on an unsupervised scenario. Therefore, we used the training
subset of the ImageCLEF 2015 [49] dataset to evaluate the test set of SAIAPR TC-12.
ImageCLEF 2015 dataset was built in similar way as the ImageCLEF 2013, with the
difference that the dataset from 2015 contains the double of documents.

– For the reported results on the next section, we used the statistics-based approach
for applying the +SR method, where Wikipedia serves as resource for obtaining the
learned vectors that are used to calculate the semantic-relatedness similarities. In this
sense, all distances among words were normalized between [0,1] before been used by
the +SR method. We also performed experiments with the knowledge-based approach
in the Section 5.4.
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5 Experimental results

For evaluating each image, we have considered as input a list of 50 labels assigned by the
UAIA methods. The +SR method receives this list, then it produces a new list with the
same number of elements but with different positions. The two lists are compared using
several evaluation measures as described in Section 4.3.

5.1 Results on ImageCLEF 2013 dataset

Figure 7 shows the F1α@n results, where the x-axis reports the results obtained by evaluat-
ing the performance in intervals of 5 labels in the annotation. For both UAIA methods, the
solid line reports their (original) scores. Both use different strategies for labeling images.
Whilst the local method only uses the information of a subset of retrieved images to per-
form annotations, the global method uses the whole information contained in the reference
collection. In this regard, the local method tends to lower its performance when the number
of labels increases. This indicates that this method annotates its best labels at the very first
positions. In contrast, the global method tends to rise its performance when the number of
labels increases, retrieving a larger number of relevant labels.

Besides, the box plots report the results obtained by +SR method considering the differ-
ent parameter settings. Here, each box plot concentrates 100 results derived by all possible
combinations between λ and γ , being λ = 0.1, 0.2, . . . , 1.0 and γ = 5, 10, . . . , 50. A large
box plot indicates that the results obtained by the +SR method have a large variation. In
general, we can see an improvement of the +SR method over the scores obtained by the
local and global methods, being more evident the improvements achieved over the global
method. This indicates that the +SR method brought relevant labels to the first positions.
The improvements over the global method reach an upper bound reporting an annotation
around 20 labels.

In order to show which values of the λ and γ parameters are the best, Fig. 8 shows a gray-
scale map of the improvements. A white box indicates the highest improvement, whereas a
black box indicates zero improvement. For the local method it is better considering a subset
of 15–25 candidate labels for calculating the new rank. In contrast, for the global method it
is better to use the entire list for calculating the rank, this indicates that most labels from the
list are related. On the other hand, higher values of λ are advantageous for both methods.

Fig. 7 F1α results in the ImageCLEF 2013 dataset obtained by local and the global methods (in solid line)
against the +SR method (in boxes)
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Fig. 8 Average improvements obtained in the ImageCLEF 2013 dataset by considering different parameter
settings

Figure 9 reports the MAPα results, where the performance is reported on the entire list
of 50 labels. From Fig. 9, we can see that the +SR method achieves a better performance
over the global method. For the local method only few parameter combinations improved
the performance.

Finally, in order to show how well the obtained results are after applying the +SR
method, a statistical test was performed on the MAPα measure (the t-student test with a
confidence of 99%). The improvements that are achieved over the global method are sta-
tistically significant, on the contrary, the results achieved over the local method are not
statistically significant. However, in both UAIA methods improvements were obtained over
the original performance.

5.2 Results on SAIAPR TC-12 dataset

The experiments reported in the previous subsection are replicated on the SAIAPR TC-
12 dataset. These experiments aim to provide more evidence of the effectiveness of the
+SR method. Note that this time, the image annotation is performed over a test set from
SAIAPR TC-12 dataset, but the used training set comes from ImageCLEF-2015 collection.
Therefore, different capabilities of the +SR method are evaluated, on the one hand, its

Fig. 9 MAPα results in the ImageCLEF 2013 dataset obtained by the local and the global methods against
against the +SR method
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Fig. 10 F1α results in the SAIAPR TC-12 dataset obtained by local and the global methods (in solid line)
against the +SR method (in boxes)

flexibility to be adapted to different UAIA methods and also to new domains, and, on the
other hand, its effectiveness to improve the results under these challenging conditions.

Figure 10 shows the results corresponding to F1α measure for both annotation methods
compared to the +SR method. Again, the results obtained by using the +SR method are
better than those obtained by the local and global methods. The local method obtains better
results considering few labels, thus the improvements obtained by the +SR method follow
a normal distribution. Instead, the global method obtained better results when considering
more labels, in this case the improvements obtained by the +SR method follow the same
behavior reducing the variations among results when more labels are considered.

Figure 11 shows the improvements obtained by different values of the λ and γ parame-
ters. For this case, the best improvements are achieved by using the whole list to perform
reranking. Referring to the confidence between the original score and the new score, by
leveraging semantic-relatedness information among labels is possible achieves the best
performance.

Figure 12 presents the results of the MAPα . Again, the +SR method achieves improve-
ments against to both annotation methods. Nevertheless, the improvements achieved over
the global method show larger variations among the different combinations of the λ and the

Fig. 11 Average improvements obtained in the SAIAPR TC-12 dataset denoted by percentages
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Fig. 12 MAPα results in the SAIAPR TC-12 dataset obtained by local and the global methods against the
+SR method

γ terms. This time, most of the parameter combinations have achieved improvements over
the local method.

A statistical test on the MAPα measure was performed (the t-student test with a con-
fidence of 99%). The improvements achieved over the global method are statistically
significant, meanwhile, only the improvements with a λ ≥ 0.6 for any γ value over the local
method are statistically significant.

5.3 Discussion

Summarizing the obtained results, we have shown that the +SR method is able to improve
the annotation performance of different UAIA methods by considering the semantic-
relatedness information among labels, which allows to assign a better relevance to the labels.
We have evaluated two different paradigms of UAIA, from the obtained results it is pos-
sible to observe two different kinds of behaviors: (1) considering F1, both UAIA methods
obtained improvements by the reranking approach. This was expected because when con-
sidering a large number of labels, the correct ones tend to support each other and, therefore,
to increase their final ranking; (2) considering the MAP, we found that redundancy among
the labels is helpful, e.g. in Figs. 9 and 12, the global method obtains considerable improve-
ments; in contrast, the local method, which usually gathers the correct annotation(s) at
the top of the list, shows a decrease in annotation performance when considering a larger
number of words.

On the other hand, the correct tuning of α and γ hyperparameters has an associated
computational cost. Nevertheless, this time is negligible: it takes around 5 minutes to test
all of the possible combinations of hyperparameters when using 1,000 images as input.
In addition, we showed that for different collections, the explored models exhibit a good
performance for a wide range of combinations of these parameters. Our observation is that
these hyperparameters, once they are adjusted for a method given a dataset, they can be used
in other datasets obtaining acceptable performance, although not necessarily the optimal.

5.4 Robustness under different approaches for calculating semantic-relatedness

Note that so far, the +SR method and the evaluation metrics use the same approach for cal-
culating semantic-relatedness similarities (i.e. statistics-based approach in Section 5). In this
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subsection, we ask ourselves the question ‘is it better to use a statistics-based approach
or a knowledge-based approach in the +SR method?’. On the one hand, a knowledge-
based approach uses a resource manually built, which although is limited to certain number
of words, these words have carefully assigned different senses, e.g. ’bank’ could refer to
financial institution or sloping land. On the other hand, the statistics-based approach con-
siders a greater number of words, but during the representation of these words, all senses
are combined.

Figure 13 puts in comparison the statistics-based approach and the knowledge-based
approach by switching both approaches in the srs function used the +SR method. The
improvements achieved by the +SR method over the both annotation methods are reported.
The results reported were obtained by considering a γ = 50, and the best parameter in λ

when is applied the +SR for both methods. The stacked bars represent the improvements
achieved by the +SR method over the scores obtained by the local and the global methods
(denoted by the black bars). In gray bars are shown the improvements obtained by using a
knowledge-based approach. After, white bars indicate the improvements obtained by using
a statistics-based approach.

In general, we can see that the obtained improvements are consistent, and they are not
affected by the approach used for calculating semantic-relatedness similarities. We observed
discrepancies when statistics-based and knowledge-based approaches are compared, the
reason is that the statistics-based approach offers a wider coverage of labels which allow to
measure any relationship. Whilst under the knowledge-based approach those labels without
relationship in WordNet has zero similarity.

5.5 Stressing thematching among labels

In order to show if the +SR method can be useful for supervised evaluations. We have repli-
cated the experiments of the Section 5.1 using an α = 1.0 for reporting MAPα (please note
that this time are only considered as good annotations, those with an exact matching). Nev-
ertheless, we still consider to annotate using free-vocabulary. In these experiments, we take
into consideration only the ImageCLEF 2013 dataset, thus the training and test data come
from the same source, which increases the possibility to annotate correct labels showing an
exact match.

Fig. 13 Comparing performance by using a knowledge-based (KB) approach vs a statistics-based (SB)
approach in the +SR method
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Fig. 14 MAPα results in the ImageCLEF 2013 dataset for the local and the global methods against the +SR
method, considering an α = 1

Figure 14 shows the obtained result. We can see lower performance, in both, the original
scores and the new scores obtained after applying the +SR method. The reason is that the
evaluation is more rigid, thus there is almost null matching between the labels assigned and
the those in the test set. However, we can see that the +SR method helps to improve the
annotation bringing up the labels with an exact match to the top positions.

6 Conclusions

UAIA methods are attractive due to their capability of annotating images by using unre-
stricted vocabularies, and also to the easiness of being trained without the need of manually
labeled images. By using large vocabularies to perform image annotation the diversity
increases, however, at the same time it also increases the number of inconsistent annotations
that are considered as wrong.

In this work we introduced the +SR method that aims to move correct labels toward
top positions by means of assigning an adequate relevance. The +SR method uses the
semantic-relatedness information among assigned labels, in order to identify consistent
and inconsistent labels. The concept of semantics has different connotations in different
domains. In this work, we associate semantics to the meaning of words in terms of the con-
text in which they are used. This is actually the interpretation of semantics in the context
of word embeddings (distributed representations). A promising direction of research is con-
sidering visual or multimodal semantics for performing the reranking. That is, the semantic
relatedness of terms can be estimated by accounting for word-usage in images. An inter-
esting path to explore is to research if it is possible to perform a reranking of the assigned
labels by using their representations but in a visual context (e.g. see [18, 52]).

Through exhaustive experimentation, it has been shown the effectiveness of the +SR
method for improving image annotation, and its flexibility to extend main annotation meth-
ods improving their performance. From the experiments using different approaches to
compute the semantic relatedness of words, we have found that the statistics-based approach
allows to achieve higher improvements. However, this does not imply improvements in all
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cases, i.e. when the initial assignment has many wrong annotations. For these cases, we rec-
ommend to use small values for γ . In addition, we have analyzed the possibility of using
the +SR method under supervised approaches, where it has shown encouraging results.

Acknowledgements This work was supported by CONACYT under project grant CB-2014-241306 (Clasi-
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Fabio A. González3
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