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Abstract
Effective and efficient face recognition through pervasive networks of surveillance cameras
is one of the most challenging objectives of advanced computer vision. This study devel-
oped a real-time person recognition system (PRS) for the effective identification of multiple
people in video sequences. We focused on identifying approximately 9000 celebrities by
intelligent preprocessing, training, and deployment of a deep-learning convolutional neural
network (CNN). The proposed PRS method comprises the following three major steps. In
the first step, multiple faces present in a given frame as well as their associated landmarks
are detected. This must be precise because the accuracy of this step dictates the accuracy
of the complete PRS. In the second step, the extracted facial regions of interest are then
aligned using affine warping, based on their respective identified landmark positions. The
alignment process is meant to ensure correct identification of a person, because a wide range
of faces entails intrinsic interclass similarities. Finally, in the third step, a VGG-19 CNN
is trained to classify the aligned facial images for person recognition. In the training phase
of the PRS, we utilized images from the CASIA WebFace database, which contains nearly
9000 classes, and aligned them using their respective facial landmarks. Subsequently, we
used the aligned images to train a VGG-19 CNN classifier. For the purpose of validation, the
trained classifier was tested with the standard Labelled Faces in the Wild (LFW) database
by extracting the features for the LFW images using the trained VGG. Specifically, the
VGG-extracted LFW features were used to train support vector machine classifiers, and the
obtained resultant classification accuracy of approximately 96% was very close to the cur-
rently existing benchmark for the LFW database. During the testing phase, alternate frames
of the input video were extracted and the identified faces (post-alignment) were used as
inputs into the trained VGG to recognize the people in a given frame. When tested on ran-
dom samples of video images, the proposed PRS offered robust recognition performance
for most of the facial regions that had reasonable facial orientations and sizes. Furthermore,
the average recognition time per person was approximately 370 milliseconds. The proposed
deep learning-based PRS is the first of its kind to exhibit real-time performance for person
recognition with significant accuracy, without involving any prior knowledge of the people
involved in a video.
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1 Introduction

Today’s digital world is highly connected and a large proportion of it is under the watch-
ful gaze of countless surveillance cameras. However, utilization of these video resources is
comparatively limited because of the heavy complexity of analyzing their vast quantities
of data; efficient real-time analysis would be particularly difficult. Person recognition and
object positioning have been investigated over the past several years, and only recently have
there been breakthroughs in person/object recognition over single and multiple cameras.
This stands as a testimony to the cumbersome challenges involved in person/object recogni-
tion. Just some of the numerous applications of real-time person recognition are: 1) tracking
lost people (especially children) in different regions, 2) locating criminals who are at large
places, and 3) identifying and segregating a person in a crowd for security reasons. Notably,
manual recognition of a person through a large network of cameras, over thousands of hours,
is almost an impossible task, irrespective of the human resources involved. Hence, an auto-
matic, efficient, and robust video-based person recognition system (PRS) is of paramount
importance for the safety and security of people in the world’s rapidly developing and busy
societies.

Deep learning-based approaches have emerged as a major force and yielded excellent
state-of-the-art results for many challenging computer vision problems and applications
[22, 30, 33]. Because deep-learning architectures involve numerous parameters that must be
updated during training, they entail high computational costs. However, simultaneous rapid
advancements in the design of higher-end and computationally powerful GPUs have allevi-
ated the computational-cost problem. Although deep-learning approaches are data-centric,
their accuracy in many challenging image analysis tasks is high because of the availability of
high-quality labelled databases contributed by various relevant research groups (e.g., Ima-
geNet [31]). Moreover, the availability of powerful open tools should also be credited for
the growing success of deep-learning applications. The ability of deep-learning networks to
identify the required features by themselves (with appropriate design and training) is the key
to solving complex problems that could not be solved by merely using handcrafted features.

In this study, we endeavored to develop a effective and efficient PRS. We began by
identifying multiple faces in each frame, for which we employed the histogram of oriented
gradients (HoG)-based approach. Subsequently, the landmark positions corresponding to
each face were located. These landmark positions were then used to align the faces. We
trained a VGG-19 deep-learning network [33] and used it for identifying the aligned faces
periodically over successive frames. The overall procedures involved in the proposed frame-
work are depicted in Fig. 1. A detailed description of the entire procedure is presented in
the subsequent sections. As demonstrated later, such a hybrid technique was designed for
jointly circumventing the aforementioned existing problems with currently available PRSs,
and consequently yielded robust and real-time performance in person recognition.

The main contributions of this study can be summarized as follows:

– This study used a prime approach that incorporates a deep convolutional neural net-
work (CNN) into the PRS framework for real-time recognition of nearly 9000 classes
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(celebrities) from video images, without any prior knowledge of the scene or person
involved.

– The proposed alignment-based training and testing significantly reduced false alarms
caused by similarities between multiple classes.

– The proposed framework was verified as yielding accurate person recognition over mul-
tiple random celebrity videos, thereby demonstrating its reliability and applicability to
practical person recognition.

– Finally, although we only focused on 9000 celebrity classes, we believe that our
research will foster more relevant research for achieving recognition of a wide range of
common citizens.

The remainder of the paper is organized as follows. Section 2 provides a brief literature
review that discusses several intriguing aspects and challenges of PRS. The algorithms and
protocols used for face detection and landmark identification are presented in Section 3,
wherein the regions of interest (ROIs) are identified from a given video sequence. Prepro-
cessing the ROI data is pivotal for the subsequent recognition process, and hence, Section 4
discusses the facial alignment procedure. Section 5 is dedicated to the design and training of
a deep-learning network to be used for person recognition. Section 6 details the experimen-
tal analysis, results, and associated discussions. Finally, Section 7 presents the concluding
remarks and potential future directions.

2 Related work

For several years, PRSs have been a pivotal area of research that is closely associated with
studies on face recognition, because face recognition forms the core of a PRS. Face detec-
tion is the first step in face recognition, because the human face is an essential feature for
identifying a person. Several approaches exist for detecting human faces, which mainly fall
into two categories: 1) local feature-based methods, and 2) global methods. Local feature-
based methods concentrate on detecting the critical features, such as the eyes, nose, mouth,
and ears, which they then use to identify a face. By contrast, global methods involve the
entire facial region, extracting the required features for detecting the face.

Viola et al. [39] proposed a famous face detection framework that achieves high detec-
tion rates. The key contributions of their method were the introduction of a new image
representation method called the integral image and an AdaBoost learning algorithm used
to select a very large set of potential features. Their method finally combined the classifiers
in a cascade and discarded the background regions of the image to capture the face-like
regions [39]. This method is a highly popular and efficient approach for face detection;
however, it results in numerous false alarms. Keren et al. [20] proposed Antifaces, a mul-
titemplate scheme for detecting arbitrary objects, including faces in images. Their method
used a set of sequential classifiers to detect faces and reject nonfaces. Li et al. [24] proposed
a support vector machine (SVM)-based multiview face detector in which they constructed a
face pose estimator using support vector regression, and then trained separate face detectors
for each face pose.

Now that we have discussed crucial studies on face detection, we proceed to dis-
cussing relevant studies in facial-feature extraction and recognition. Earlier face recognition
studies have been based on handcrafted features and offered reasonable performance for
recognizing several classes under a controlled environment; for instance, a local binary
pattern (LBP) [1]. However, when the number of classes was increased and the imaging
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environment was drastically varied, these methods suffered because of their intrinsic limi-
tations. Subsequently, methods that used combinations of many handcrafted features were
developed and their performances were much closer to the level of human accuracy [3, 5–7].
In particular, a binary face verification methodology was devised that used so-called refer-
ence sets, and showed that the extracted features were highly representative for identifying
people [3]. A productive idea for deriving high dimensional features from a simple LBP was
proposed in [7]. It has also been shown that such high dimensional feature representation
resulted in enhanced recognition accuracy, even under challenging situations. Furthermore,
Bayesian inference-based approaches such as [6] and [5] have exhibited strong recognition
performance. Whereas a joint formulation procedure for modelling a face pair with appro-
priate priors was proposed in [6]. Cao et al. [5] proposed an enriched learning approach
based on Bayesian classifiers and presented more interesting theoretical insights. All of
these methods are considered later in this paper for performance evaluation. In addition,
although the methods in [13] and [38] are relatively old, they are still worth mentioning.
Specifically, in [13], the authors proposed a method based on skin color detection and stud-
ied a suitable design for a color model that could be best used to construct an efficient
face detector. Moreover, [38] discussed a method that works under uncontrolled illumina-
tion conditions; the authors presented a preprocessing chain that eliminated most of the
effects of changing illumination, and introduced local ternary patterns and improved robust-
ness by adding kernel principal component analysis-based feature extraction. More recent
innovations include methods that are robust to pose and background variations [16, 42].
Preprocessing of facial images (particularly the alignment) is critical for face recognition
and the importance of such techniques have been studied in [32, 37] and, [45]. Furthermore,
although face alignment was not explicitly considered in [32], the study concluded that
adding additional face alignments during the testing stage may further increase recognition
accuracy.

Nevertheless, many existing PRSs (and their associated face recognition methods) are
limited by their ability to recognize only a relatively small number of people under con-
trolled environments. In other words, the performances of current PRSs are severely affected
by factors such as illumination variations, changes in hair styles and facial expressions,
makeup, motion artifacts, and occlusions [10, 12, 29, 40, 43]. Such inevitable practical chal-
lenges make PRSs one of the most challenging computer vision applications, for which no
robust solutions are available. However, this is a most vital application, and hence, much
research is being conducted in this direction. The present study is one such effort in the
direction of real-time person recognition from video sequences, through partially mitigat-
ing the aforementioned problems using the joint prowess of appropriate facial alignment
and deep-learning techniques. Furthermore, PRSs that use other soft biometric information
as well as facial features have recently been studied [14], and notably, deep learning-
based activity recognition [8, 25–28] is a parallel development, but is extremely different
to PRS.

3 Face detection and landmark identification

The first and foremost step in the PRS design is the identification of the faces present (if any)
in a given frame. This face identification is then followed by the identification of landmarks
in each of the detected faces. These two procedures are not just crucial for the ensuing deep
learning-based PRS, but also are instrumental in performing certain preprocessing tech-
niques, such as significant face filtering and frame analysis. The overall procedures involved
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Fig. 1 An illustration of the entire proposed PRS approach for recognizing people in videos

in the proposed framework are depicted in Fig. 1. The details pertaining to face detec-
tion and landmark identification are discussed in the following two sections (3.1 and 3.2),
respectively. Furthermore, the preprocessing techniques aimed at improving the recognition
speed and accuracy are presented later in Section 3.3.

3.1 Face detection

In this study, we employed a customized version of the standard histogram of oriented gra-
dients (HoG)-based face detection scheme [9, 11]. Specifically, for each frame, we first
extracted the HoG features. Then, we used overlapping sliding windows that collect a set of
HoG features in each window region over the entire frame. Next, a trained SVM classifier
was used to determine whether the estimated features in a given window region accounted
for a face or not. We fine-tuned the classification threshold to ensure reliable detection of
faces and avoid false alarms, and we also refrained from using image pyramids for enhanced
efficiency. Although such customizations resulted in failure to identify small faces in the
current frame, it did not affect the performance, because we intended to recognize only
faces of significant sizes and orientation. This is further discussed in Section 3.3. Further-
more, although other interesting face detection methods exist, such as [2] and [36], the
performance of the aforementioned HoG-based approach was empirically found to be apt
for the proposed PRS, and hence it was used in this study. Notably, we employed this face
detection methodology (and the subsequent steps) for both the training data (as input for the
deep-learning network c.f. Section 5) and for the testing phase. Once the faces were iden-
tified in the current frame, the next task was to identify the appropriate landmark positions
pertaining to the respective faces.

3.2 Landmark identification

We next aimed to identify the 68 standard landmark positions in the identified faces. For
this purpose, a state-of-the-art regression-based landmark detection algorithm [19] was
employed. For the sake of completeness, the procedure involved in the landmark identi-
fication process is briefly explained as follows. The core of the landmark identification
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algorithm is a cascade of intelligently formulated regression functions, which are aptly
trained using a gradient-boosting procedure. Unlike other regression-based methods, [19]
employed regression functions that estimated the predefined shapes from corresponding
initial estimates and the associated subsets of facial pixels that were identified in relation
to the initial estimates; furthermore, the reliable features corresponding to the predefined
shapes were iteratively obtained to ensure the accuracy of the located predefined shapes.
These factors were incorporated into the design of an appropriate loss function, which
was then optimized to yield minimum loss both during training and evaluation. Such a
formulation resulted in the efficient and precise location of landmarks irrespective of the
illumination changes and other inevitable imaging artifacts, thereby making the method
more suitable for our proposed in-the-wild PRS. The landmarks were used to locate the
facial regions, and the accuracy of these landmark positions played a vital role because they
were used for the subsequent alignment process (c.f. Section 4). Figure 2 presents sam-
ples of different facial images, their corresponding face ROIs, and their respective facial
landmark positions.

3.3 Preprocessing (filtering) schemes

Once the face region and the associated landmarks were identified, we performed some
filtering to ignore the weak faces. This procedure ensured enhanced performance accuracy
of the final PRS. First, we calculated the facial dominance score (FDS), which is a function
of the number of pixels in each identified facial image and the total number of pixels in the
current frame. Mathematically, the FDS of a face can be defined as:

FDS = No. of Facial Pixels

Frame resolution
× 100. (1)

In this study, if the FDS for a face image was greater than 15%, then we retained the face
for recognition, otherwise we discard the current face because it would lead to ambiguous
recognition. Furthermore, the orientation of the face is a factor that affects recognition accu-
racy, because faces with higher orientation are highly likely to be misidentified. To locate
faces with reasonable orientations, we counted the number of facial landmarks obtained for
a given face. Faces with at least 51 landmarks (up to a maximum of 68 landmarks) were con-
sidered suitable for the PRS, whereas the other faces (with lesser landmarks) were ignored
as faces with severe orientations. These two procedures were used to filter out weak facial
images and retain the reasonable ones for the recognition task.

Fig. 2 Samples of facial images, associated facial regions of interest (red rectangles), and identified landmark
positions (green points)
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4 Landmark-based image alignment

Now we discuss the mandatory alignment techniques that are pivotal to the accuracy of the
PRS. Notably, the proposed PRS was designed to identify people (in this case celebrities) in
the wild (i.e., irrespective of the background). Furthermore, the recognition was performed
using an appropriately trained multiclass deep-learning network. Hence, the alignment pro-
cess was aimed at providing a reasonable facial image (irrespective of the orientation effects
in the original frame). The alignment procedure for each facial image was based on the
respective landmarks estimated (c.f Section 3.2), and the detailed procedure includes the
following steps:

1. First, convert the RGB image to grayscale and perform the alignment in the grayscale
image. This is just for the sake of efficacy because the ensuing deep-learning network
will be completely trained and tested using grayscale images.

2. The obtained image may have illumination issues owing to factors such as shadowing
effects and excessive lighting. To circumvent this, use contrast-limited adaptive his-
togram equalization (CLAHE) [35]. CLAHE is a conventional preprocessing technique
that has been frequently used in many image classification applications to nonlinearly
enhance the quality of a given image.

3. Based on the estimated landmark positions for a given face, the left and right eye centers
are obtained, and the corresponding angles with respect to the horizontal axis are also
calculated. If (xl, yl) and (xr , yr ) are the center coordinates of the left and right eye,
respectively, then the angle (θ ) is estimated as

θ = arctan
yl − yr

xl − xr

× 180. (2)

4. According to the estimated angle, the rotation matrix is computed and affine warp-
ing (transformation) is applied to the facial image to account for the implicit angular
orientation.

Fig. 3 Several illustrations of the output of the face alignment procedure (even rows) and their corresponding
original input facial image (odd rows)
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5. Finally, the image is resized according to the distance between the center of the eyes
and the chin. This distance is maintained as constant for all facial images to ensure
uniformity (see Fig. 3).

This procedure is applied only for facial images that pass the filtering criteria stipulated
in Section 3.3. Some examples of the face alignment procedure are provided in Fig. 3, in
which the alignment procedure can be readily seen to aid in providing an optimal facial
images irrespective of the actual orientation of the respective original images (also shown
in Fig. 3).

5 CNN for person recognition

The main module of the proposed PRS methodology is the deep-learning network that takes
the aligned facial image as the input and estimates the person corresponding to the input
facial image. Because the PRS is expected to identify numerous classes, we resorted to using
a powerful deep-learning network that can effectively and efficiently handle the recognition
process. For this purpose, we involved two of the largest available public databases, namely
CASIA WebFace [41] and Labelled Faces in the Wild (LFW) [17], for the training and val-
idation of the associated deep-learning network, respectively. In this section, we discuss the
details pertaining to the involved CNN and the associated training, validation, and testing.

For more than two decades, CNNs have predominantly been used in various computer
vision applications. In spite of their initial success, neural network-based methods suffer
from two main intrinsic limitations. The first limitation pertains to the lack of sufficient
depth in the network to learn highly diverse and specific features. This could be attributed
to the inability of handling millions of weights (and updating them) during the training
process. The unavailability of sufficiently large databases is another major constraint that
has heavily dictated the limitations of CNNs.

The predecessor for the existing deep-learning frameworks dates back to the late 1980s,
when [21] first proposed a deep-network architecture. However, at that time, powerful com-
putational hardware and robust, effective, and efficient large-scale learning algorithms were
not widely available. For decades, the development and utilization of deep-learning tech-
nology was almost at a standstill. In recent years, rapid advancements in GPU architecture
have revived this fascinating field. Since 2012, a plethora of deep-learning models, net-
work architectures, and learning algorithms have been proposed for various computer vision
applications. The areas in which deep-learning solutions have made great contributions
include object classification, regression, and identification (which refers to the combina-
tion of localization and classification). In most of these diverse applications, the obtained
accuracy levels have been remarkably close to human accuracy; deep learning techniques
have set new benchmarks in almost all relevant applications. These great successes can be
attributed to not only innovative CNNs, but also to the existence of large databases and their
public availability. Notably, deep-learning applications are data-centric approaches and are
heavily dependent on the availability of large training, validation, and testing databases. The
availability of such large databases encourages deep training/learning using deep-learning
networks. Furthermore, such a large database could obviously result in over-fitting when
training CNNs (also known as shallow networks).

The deep-learning CNN considered in this study is the VGG-19. The reason for choosing
this network is because of its demonstrated superior performance for various classification
tasks as reported by various research groups. We will briefly present the architectural details
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as well as the subtle yet significant customizations made to the VGG-19 architecture to
suit the requirements of the PRS. In this study, the input image was a cropped 114 × 114
grayscale image. Because augmentation has been shown to be a critical process in improv-
ing training and validation accuracies [4, 15], we employed randomized (within a reasonable
range) interpolations to obtain 10 different facial ROIs for each input and used them to train
the deep VGG network. Such augmentation aids in mitigating the effects of practical facial
ROI variations, especially during the validation and testing phase. The convolutional kernel
size was set as 3 in all convolutional layers. Max pooling was used to downsize the images
across different layers. The most commonly used rectified linear unit (ReLu) activation
function f (x) = max(0, x) was applied and the respective pooling layers were appropri-
ately defined with a kernel size and stride of 2. The purpose for defining a small kernel
size was to ensure the learning of fine details (features) pertaining to faces. Because CNNs
are able to learn the required features by themselves after appropriate training, we used the
largest publicly available CASIAWebFace database [41] for training. Further details regard-
ing the training, convergence, and validation are discussed in Section 6. Figure 4 illustrates
the VGG-19 CNN used for the PRS in this study.

As mentioned earlier, deep learning is a data-centric approach. Hence, the amount and
quality of data used in training the CNN should be pivotal. In this study, we focused on
alignment and preprocessing to ensure that the data for training and testing were consis-
tent during the training and testing procedures. Once the data were prepared for training,
the next task was to proceed with the design and training of the CNN. The standard and
well-known convolutional architecture for fast feature embedding (CAFFE) was used to
design, train, and test the proposed VGG-19 CNN. The aligned data were first converted
to the lighting memory-mapped database (LMDB) data format, which can be used by the
CAFFE architecture for learning. We used the CASIA WebFace database for the training
and independently used the LFW database for validation. For the purpose of validation, the
deeply learned features were extracted from the images in the LFW database and an SVM
was trained with them exclusively to verify the efficacy of our trained CNN. Further details
regarding validation and testing are discussed in Section 6.

Fig. 4 Illustration of the VGG-19 convolutional neural network used in the person recognition system to
recognize the people corresponding to the input facial image
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The CASIA WebFace database is a vast collection of images of celebrities. Its specialty
is that the images are taken in the wild, and hence, they can have very different and varying
backgrounds. The next step in our process was to convert the aligned and preprocessed
images into LMDB format. The model we designed was fed into the CAFFE architecture in
the form of a text file. Once the network had been designed, the training procedure followed.
The training parameters and other details are discussed in the subsequent section.

6 Performance evaluation and discussion

This section describes the experimental analysis of the proposed PRS’s performance. The
proposed method was implemented on a Windows PC equipped with an Intel Core i7 -
3.6 GHz CPU with 16 GB RAM and a GeForce GTX TITAN X GPU (NVIDIA). For train-
ing and testing the VGG-19 network, the well-known open source CAFFE framework [18]
was employed. The multithreading environment was designed using Visual Studio 2013,
and OpenCV and CUDA 7.5 were used as additional dependencies for the implementation.

The CASIA WebFace database contains approximately 0.4 million images with more
than 9000 classes, and in this study, it was used to train the VGG-19 CNN. We discarded
some erroneous classes and selected a total of 8994 classes for training. Each facial image
was rescaled to 114 × 114 and considered as an input for the VGG deep-learning network
(during both the training and testing phases). The 80-10-10 rule was followed, meaning
that 80% of the data was used for training, 10% for validation (during training), and the
remaining 10% was for testing. The images in CASIA WebFace were cropped according to
the facial ROI and aligned as per the procedures explained in Section 4. Table 1 summarizes
the design parameters for training the VGG-19 CNN. Furthermore, it can be inferred from
the accuracy graph in Fig. 5 that the maximum accuracy obtained during the training was
nearly 0.8. The convergence graph in Fig. 6 reveals superior convergence during the training
process.

This is because the CASIA WebFace database is large and cumbersome with some
classes having very limited number of images, contributing to the long-tail effect. It should
be emphasized that the obtained training (convergence) accuracy of approximately 80% was
fairly close to the current standard in the literature. Nevertheless, such a convergence was
sufficient enough for tracking the required features for person classification. To demonstrate
this, we used the LFW database and utilized the trained CASIA WebFace model to extract
the features for the LFW images and compared the same with the corresponding ground-
truth features for the multiple classes in the LFW database using its View 2 protocol. Such

Table 1 Design parameters for
training the VGG-19
convolutional neural network

Parameter Values

Batch Size 32

No. of Test Iterations 250

No. of Test Interval 2500

Base Learning Rate 0.01

Momentum and Decay 0.9 and 0.0005

Step Size 300,000

Max. No. of Iterations 500,000
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Fig. 5 Accuracy curve for the training of the CASIA WebFace database using the VGG-19 convolutional
neural network

an analysis is common for evaluating the classification accuracy and we followed the eval-
uation protocol dictated in [37]. We trained an SVM classifier using the CASIA WebFace
extracted features and used it to calculate the recognition accuracy for the LFW database
(95.86%). To further enhance this accuracy, we investigated several possibilities and found
that the CASIA WebFace image dataset suffers from long-tail effect [44]. The long-tail
effect can be described as a process by which a nonuniform distribution of samples occurs
in each class. In other words, some classes of the database could have fewer than 10 images,
whereas other classes could have more than 300 images. The classes with more than 300
images could potentially induce bias over the classes with fewer than 10 images because
of a greater number of samples. Hence, we scrutinized and modified the CASIA WebFace
database. We set a threshold (for example, 40 images) and discarded the classes that con-
tained fewer images than this threshold. Through this procedure, we discarded nearly 3000
classes, and a total of approximately 5000 classes were selected to train the PRS model. The
obtained model did not exhibit significant deviations in accuracy and convergence, which
indicates that the long-tail effect is not a serious factor in the CASIA WebFace database.

Table 2 Classification accuracies
obtained from applying different
methods to the LFW database

Classification approach Accuracy

Joint Bayesian [6] 92.42%

Tom Pete Classifier [3] 93.30%

High Dim. LBP [7] 95.17%

TL Joint Bayesian [5] 96.33%

DeepFace [37] 97.15%

DeepID [34] 97.45%

FaceNet [32] 99.63%

Our Method -I 95.86%

Our Method -II 96.83%

Human Accuracy 97.53%
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However, the obtained model performed marginally more effectively when tested on the
LFW database, yielding an SVM classification accuracy of 96.83% with a standard devi-
ation of 0.4 on a 10-fold cross validation. The SVM results (i.e., classification accuracies)
are summarized in Table 2 along with the accuracies exhibited by other related approaches.
In Table 2, it can be instantly observed that the proposed method has an accuracy very close
to the human level.

Moreover, Table 2 shows the accuracy obtained using our methodologies. Method I with
all classes had an accuracy of 95.86% and Method II with minor classes removed had an
accuracy of 96.83%, which are superior to most contemporary methods and closer to state-
of-the-art methods, such as DeepID [34], DeepFace [37], and FaceNet [32]. Although the
performance of DeepID [34] is higher, it should be mentioned that DeepID employs an
extensive database and different protocols for the training process. Evidently in the case of
deep learning, the amount of data is more crucial than the algorithm itself. Accordingly, the
performance of deep learning would increase in proportion to the amount of data. The mild
drop in accuracy of our method compared with DeepFace may be because of the smaller
training data size, as well as the rigorous preprocessing (filtering) methods we employed
to discard faces that failed the filtering criteria. As previously stated, such filtering meth-
ods are mandatory to minimize misclassification errors, especially among celebrities with
similar appearances. Finally, although FaceNet exhibits the highest accuracy of all the other
methods, unlike the proposed effective and efficient methodology of this study, FaceNet
used a different triplet loss with a triplet selection strategy and employed computationally
expensive Inception models, which are trained with an extensive private database to achieve
the highest accuracy.

Our deep-learning approach is a classification-based approach. In other words, the VGG-
19 CNN network is trained with thousands of classifiers, each corresponding to a person in
the CASIA WebFace and LFW databases. Figure 6 presents the convergence curve for the
training of CASIA WebFace database using VGG-19. Even humans can easily make recog-
nition errors when images are unclear as well as when a person’s makeup and hairstyle
differ greatly to their trademark characteristics. Hence, it is natural to expect the PRS to
make erroneous recognitions of people involved. Therefore, we proposed introducing a sim-
ple measure called the confidence score, which serves as measure for the reliability of the
estimated output. The confidence score of an input image is a function of the significant

Fig. 6 Convergence curve for training the CASIAWebFace database using the VGG-19 convolutional neural
network

Multimedia Tools and Applications (2020) 79: –111411112511136



Fig. 7 Screenshot frames of the person recognition system’s output from three random test video sequences

softmax output scores from the trained CNN. Mathematically, this can be expressed as:

conf idence = s1 −
∑

i|si>0.05

si × 100, (3)

where si is the ith softmax score, which is normalized to be in the range of [0, 1]. It is trivial
to observe the rationale behind (3). If the topmost softmax score is significantly larger than
the other scores, then the confidence measure is high, whereas if the topmost softmax score
is close to the consecutive scores, then it is highly possible that the obtained recognition
estimate could be erroneous, and hence has a lower confidence value.

After the validity of the trained deep-learning CNN was verified, it could be used in the
PRS to recognize the facial image in each frame. To ensure a fair evaluation, we randomly
selected YouTube videos of celebrities in the CASIA WebFace database and tested the
PRS on them. During the testing phase, alternate frames of the input video were extracted
and the identified faces (post-alignment) were input into the trained VGG-19 CNN to
recognize the person or people in a given frame. The proposed PRS offered robust recog-
nition performance for most facial regions that had reasonable facial orientations and sizes,
with an average recognition time per person of approximately 370 milliseconds. Figure 7
presents samples of the obtained recognition results for different video inputs. Most of the
obtained recognition results revealed a higher confidence measure, thereby demonstrating
the superior efficacy of our PRS.

7 Conclusion and future directions

PRSs are one of the most challenging but critical applications of computer vision. In this
study, we successfully developed a deep learning-based multiclass PRS for the real-time
recognition of people (using nearly 9000 celebrity classes) from videos. The main aspects
of this study were face alignment, filtering (i.e., the elimination of weak faces), and training
and testing of the CNN exclusively for this PRS. The ROI cropped and aligned CASIA
WebFace database was used for training the VGG-19 CNN, and the accuracy of the trained
CNN was verified using the LFW database. The obtained accuracy was remarkably close to
state-of-the-art classification methods. The real-time PRS was tested on random celebrity
videos, and for most cases, the recognition accuracy and confidence scores were significant
except for cases with severe orientation issues.

This study is one of the first of its type, and hence, it has limitations. Therefore, much
scope exists for further improvement. The first and foremost extension of this study will
be to include a greater number of classes, including common people. This must be coupled
with appropriate training and preprocessing techniques. Furthermore, the image alignment
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process must be extended for even smaller faces in videos, which is ignored in the cur-
rent PRS. Moreover, designing novel weight- or voting-based recognition schemes could be
instrumental in enhancing recognition accuracy [23]. Combining several existing databases
instead of relying on a single large database (i.e., CASIAWebFace) is currently under inves-
tigation. Such a combined training mechanism would lead to the recognition of a greater
number of classes (people) compared with the training methodology employed in the
present work. We hope this study will foster more research in this direction, thereby aiding
in achieving a global real-time PRS that can recognize numerous classes with high accuracy.
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